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EQUIVARIANT AND INVARIANT THEORY OF NETS OF CONICS WITH
AN APPLICATION TO THOM POLYNOMIALS

M. DOMOKOS, L. M. FEHÉR, AND R. RIMÁNYI

Abstract. Two parameter families of plane conics are called nets of conics. There is a
natural group action on the vector space of nets of conics, namely the product of the group
reparametrizing the underlying plane, and the group reparametrizing the parameter space of
the family. We calculate equivariant fundamental classes of orbit closures. Based on this
calculation we develop the invariant theory of nets of conics. As an application we determine
Thom polynomials of contact singularities of type (3,3). We also show how enumerative
problems, in particular the intersection multiplicities of the determinant map from nets of
conics to plane cubics, can be solved studying equivariant classes of orbit closures.

1. Introduction

The Thom polynomial is a multivariable polynomial associated with a singularity, governing
its global behavior. Thom polynomials of certain singularities are known, mostly of those with
small codimension, or with some other simple structure. The Thom polynomials of the simplest
so-called Σ3 singularities are not known. The first objective of this paper is to calculate the
Thom polynomials of these simplest Σ3 singularities. These singularities are closely related with
nets (i.e., two-parameter families) of (plane) conics. Recent work of the second and the third
authors [FR12] reduces the calculations of these Thom polynomials to the calculation of the
equivariant cohomology classes of the corresponding classes of nets of conics.

While calculating the equivariant cohomology classes of nets of conics we realized that most
of the classical results on the invariant theory of nets of conics can be reproduced using our
equivariant techniques. We included the invariant theory of nets of conics and its relation with
the equivariant theory for two reasons. First, this makes the paper more self-contained, and
second, we find the relation between equivariant and invariant theory interesting, and possibly
applicable in the future for more general representations.

Another byproduct of our calculations is a list of intersection multiplicities for the determi-
nant map (assigning a plane cubic to a net of conics, its discriminant). Intersection multiplicities
are difficult to calculate in general. We will define and compute equivariant intersection multi-
plicities, and show that they agree with the non-equivariant ones.

2. Structure of the paper

Two parameter families of plane conics are called nets of conics. There is a natural group action
on the vector space of nets of conics, namely the product of the group of linear reparametrizations
of the underlying plane, and the group of linear reparametrizations of the parameter space of
the family.

In Section 3 we develop the equivariant cohomology theory of nets of conics with respect to
this action. The results of the section are summarized in Theorems 3.1 and 3.3.

The first named author is supported by OTKA grants NK 81203 and K 101515. The second author is supported
by the OTKA grants 72537 and 81203. The third author is supported by NSA grant CON:H98230-10-1-0171.
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In Section 4, using results of [FR12], we determine Thom polynomials of contact singularities
of type (3,3). The main results of the paper are Theorem 4.1 and 4.4.

In Section 5 we develop the invariant theory of nets of conics. While this theory is mostly
known, we emphasize that the equivariant point of view gives a conceptional way to approach
invariant theory. This section however is relatively independent of the rest of the paper, it does
not use cohomology theory. It is known that the corresponding ring of invariants is generated
by two algebraically independent invariants having degree 6 and 12, see Section 5 for references.
We give a formula for the degree 6 invariant (already known to Salmon and Sylvester) in terms
of the Plücker coordinates as a pull-back of a degree 2 invariant (6) of the Plücker space. The
expression (6) for this degree 2 invariant appears to be new.

In Section 6 we describe the hierarchy (see Figure 2) of the orbits of nets of conics. This
hierarchy was first obtained by different techniques in [Wal77]. We show how the cohomological
data obtained in Section 3 through the notion of incidence class can recover the result on hierar-
chy. This method of reducing hierarchy to equivariant cohomology calculations may be applied
in the future to other representations with small GIT quotients. The technique is particularly
promising in the emerging field of Geometric Complexity Theory, see [Mul09].

In Section 7 we show how enumerative problems, in particular the intersection multiplicities of
the determinant map from nets of conics to plane cubics, can be solved studying the equivariant
cohomology classes of the orbits. The main result of the section is Theorem 7.1. We also explain
that in some cases the intersection multiplicities agree with the algebraic multiplicities. We hope
that these calculations may lead to the determination of which orbit-closures of the plane cubics
are Cohen-Macaulay (see Remark 7.2). For completeness we included the multiplicities of the
induced map between the corresponding GIT quotients though these results are probably known.

Throughout the paper we work in the complex algebraic category, hence in particular, GL(U)
means the group of complex linear transformations of the complex vector space U , and GLn
denotes GL(Cn). Cohomology will be considered with integer coefficients.

The authors are grateful to M. Kazarian for several useful discussions on Thom polynomials
and to C. T. C. Wall for very valuable comments on nets of conics. Additionally the authors
would like to thank I. Dolgachev, J. Chipalkatti, L. Oeding and P. Frenkel for useful conversations
on the topics in this paper.

3. Classification of orbits of nets and their equivariant classes

3.1. Orbits of nets of conics. Let S2U denote the second symmetric power of the vector space
(or representation) U . Consider the vector spaces U = C3 and V = C3. The main object of this
paper is the GL(U)×GL(V ) representation Noc = Hom(S2U, V ).

Through the natural isomorphism Hom(S2U, V ) = Hom(V ∗, S2U∗), elements of this vec-
tor space are families of homogeneous degree 2 polynomials on U parameterized by the vector
space V ∗. Lines in S2U∗ determine conics in the projective plane P(U), hence elements of
Hom(V ∗, S2U∗) are 2-parameter families (nets) of plane conics (Noc stands for nets of con-
ics). The GL(U) action reparametrizes the underlying plane P(U), and the GL(V ) action
reparametrizes the parameter space V ∗.

There is a natural stratification Σ2∪Σ1∪Σ0 of Noc−{0}, according to corank. Geometrically
the strata correspond to conics, pencils of conics (i.e., 1-parameter families of conics), and
(proper) nets of conics, respectively. The orbit structure of conics and pencils of conics is
widely known. The classification of orbits of proper nets of conics is given in [Wal77] for the
codimension> 1 cases and in [WdP95] for the family of codimension 1 orbits. We will use their
notations.
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Table 1. Codimension> 1 orbits and symmetries

cd representative symmetry Poincaré δ
Σ0

C 2 y2 + 2xz, 2yz,−x2 (2α, α+ β, 2β), (2α+ 2β, α+ 3β, 4α) 1,1 ν
D 2 x2, y2, z2 + 2xy (2α, 2β, α+ β), (4α, 4β, 2α+ 2β) 1,2 θ
D∗ 2 2xz, 2yz, z2 + 2xy (2α, 2β, α+ β), (3α+ β, α+ 3β, 2α+ 2β) 1,2 θ
E 3 x2, y2, z2 (α, β, γ), (2α, 2β, 2γ) 1,2,3 A
E∗ 3 2xy, 2yz, 2zx (α, β, γ), (α+ β, β + γ, γ + α) 1,2,3 A
F 3 x2 + y2, 2xy, 2yz (α, α, β), (2α, 2α, α+ β) 1,1 6=
F ∗ 3 x2 + y2, xz, z2 (α, α, β), (2α, α+ β, 2β) 1,1 Ω
G 4 x2, y2, yz (α, β, γ), (2α, 2β, β + γ) 1,1,1 6=
G∗ 4 xy, xz, z2 (α, β, γ), (α+ β, α+ γ, 2γ) 1,1,1 6=
H 5 x2, 2xy, y2 + 2xz (2α, α+ β, 2β), (4α, 3α+ β, 2α+ 2β) 1,1 Ξ
I 7 x2, xy, y2 (α, β, γ), (2α, α+ β, 2β) 1,1,2 0
I∗ 7 xz, yz, z2 (α, β, γ), (α+ γ, β + γ, 2γ) 1,1,2 0
Σ1

(14) 4 x2 − xz, y2 − yz, 0 (α, α, α), (2α, 2α, β) 1,1 Ж
(212) 5 xy, xz + yz, 0 (α, α, β), (2α, α+ β, γ) 1,1,1 6=
(31) 6 xz, x2 − yz, 0 (α+ β, 2α, 2β), (α+ 3β, 2α+ 2β, γ) 1,1,1 Ξ
(22) 6 x2, yz, 0 (α, β, γ), (2α, β + γ, δ) 1,1,2 6=
(4) 7 xz + y2, x2, 0 (2α, α+ β, 2β), (2α+ 2β, 4α, γ) 1,1,1 Ξ
K 8 y2, z2, 0 (β, α, γ), (2α, 2γ, δ) 1,1,1,2 0
L 8 xy, xz, 0 (α, β, γ), (α+ β, α+ γ, δ) 1,1,1,2 0
M 9 yz, y2, 0 (α, β, γ), (β + γ, 2β, δ) 1,1,1,1 0
Σ2

S 10 xy − z2, 0, 0 (2α, 2β, α+ β), (2α+ 2β, γ, δ) 1,1,2,2 0
PL 11 xy, 0, 0 (α, β, γ), (α+ β, δ, ε) 1,1,1,2,2 0
DL 13 x2, 0, 0 (α, β, γ), (2α, δ, ε) 1,1,1,2,2 0
0 18 0, 0, 0 (α, β, γ), (δ, ε, κ) 1,1,2,2,3,3 0

The list of codimension> 1 orbits is given in the first 3 columns of Table 1 with the following
conventions. Column 1 is the name of the orbit, column 2 is its codimension, and column 3
names three plane conics that span the image of φ ∈ Hom(V ∗, S2U∗). Here we used the letters
x, y, z for the coordinates on U .

3.2. Equivariant classes. G-invariant subvarieties (e.g., orbit closures) represent cohomology
classes in the equivariant cohomology ring of a G-representation. We want to determine the equi-
variant classes [η] ∈ H∗GL(U)×GL(V )(Noc) ∼= Z[u1, u2, u3, v1, v2, v3] for the orbits η ⊂ Noc. Here
u1, u2, u3 and v1, v2, v3 denote the Chern classes of the groups GL(U) and GL(V ) respectively.
These classes contain a lot of geometric information as we will show later.

For the codimension> 1 orbits we use the method of restriction equations of [Rim01, Thm.2.4],
see also [FR04, Sect.3], so we need the symmetries of these orbits. More precisely, we need only
a maximal torus of their stabilizer subgroups. These elementary calculations can be reduced to
the level of Lie algebras. The results are summarized in the “symmetry” column of Table 1.

To explain the notation, consider the orbit C represented by the net of conics

(y2 + 2xz, 2yz,−x2).
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The pair of matrices

(1)

 a2 0 0
0 ab 0
0 0 b2

 ,

 a2b2 0 0
0 ab3 0
0 0 a4

 ∈ GL(U)×GL(V ), a, b ∈ GL1

stabilize this net of conic. Since the codimension of C is 2, the dimension of the stabilizer
subgroup has to be 2 as well (dimG = dimV = 18), so we determined the maximal torus. This
is the data that is encoded as (2α, α+ β, 2β), (2α+ 2β, α+ 3β, 4α) in Table 1.

Theorem 3.1. Consider the GL(U) × GL(V ) representation Noc. The Theorem of Restric-
tion Equations [FR04, Thm. 3.5] determines all the GL(U) ×GL(V ) equivariant classes of the
codimension> 1 orbit closures, e.g., we have

• [C] = 8(v1 − 2u1)2,
• [D] = −3u2 + 3v2 − 16u1v1 + 3v2

1 + 17u2
1,

• [D∗] = 12u2 − 3v2 − 20u1v1 + 6v2
1 + 16u2

1,
• [E] = 3u3 + 3v3 − 3u1u2 + u2v1 − 6u1v

2
1 + 13u2

1v1 − 2u1v2 − 8u3
1 + v3

1

• [E∗] = −24u3 + 3v3 − 24u1u2 + 16u2v1 − 16u1v
2
1 + 20u2

1v1 − 6v1v2 + 10u1v2 − 8u3
1 + 4v3

1

• [F ] = 2(v1 − 2u1)(6u2
1 − 4u1v1 − 6u2 + 3v2),

• [F ∗] = 2(v1 − 2u1)(5u2
1 − 8u1v1 + 9u2 − 3v2 + 3v2

1).

Proof. The proof does not follow from any general principle we are aware of, it is just an exper-
imental fact. (The condition under which the Restriction Equations determine all equivariant
classes in [FR04, Thm. 3.5] is that there are finitely many orbits, and each of them satisfy an
Euler-class condition. For our representation there is a moduli of orbits.) The symmetry data
of the table put constraints on the classes [η]. One can write down all these constraints for each
codimension> 1 orbit η. A computer program shows that for each codimension> 1 orbit there
is only one equivariant class in H∗

(
B(GL(U)×GL(V ))

)
satisfying the constraints. �

For the family of codimension 1 orbits we look at the Wall-DuPlessis classification [WdP95]
from an equivariant point of view.

The affine plane NC = {νc,g : c, g ∈ C}, where

νc,g = (y2 + 2xz, 2yz,−x2 + 2g(xz − y2) + cz2),

is normal to the orbit C at the point (y2 + 2xz, 2yz,−x2). This plane is invariant under the
action of the complex 2-torus TC of (1). The TC action on NC has weights 2α−2β and 4α−4β,
corresponding to the weight vectors (0, 0, xz − y2) and (0, 0, z2). Hence, the orbits of TC on NC
correspond to the parabolas with µ = (c : g2) ∈ P1 constant.

According to [WdP95] these parabolas are exactly the intersections of the codimension 1 Noc-
orbits with the normal slice NC . We will refer to the orbit of νc,g with µ = (c : g2) as Aµ. In
[Wal77] A−9 is called B and A0 is called B∗. We will refer to a Noc-orbit representative lying
in NC as a c-g-form. Recall the following Incidence Theorem.

Theorem 3.2. [FP09] Consider a Lie group G acting on a vector space V complex linearly.
For v ∈ V let Gv denote the stabilizer subgroup of v. Let S be a subgroup of Gv and Nv an
S-invariant normal slice to the orbit Gv at v. Suppose that η ⊂ V is a G-invariant subvariety.
Then

[η ⊂ V ]S = [(η ∩Nv) ⊂ Nv]S .

Theorem 3.3. The equivariant classes of the Aµ orbits are 4(v1−2u1) for µ 6=∞ and 2(v1−2u1)
for µ =∞.
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Proof. If µ 6= ∞, then the class [(µg2 = c) ⊂ NC ] is equal to the weight of the g = 0 direction.
Hence we have [(µg2 = c) ⊂ NC ] = 4α− 4β. For the curve g = 0 we have

[(g = 0) ⊂ NC ] = 2α− 2β.

For the restriction homomorphism r : H∗GL(U)×GL(V ) → H∗TC
= Z[α, β], we have

r(u1) = 2α+ (α+ β) + 2β = 3α+ 3β

and
r(v1) = (2α+ 2β) + (α+ 3β) + 4α = 7α+ 5β

by (1). Hence, if [Aµ] = Au1 +Bv1 (µ 6=∞), then according to Theorem 3.2, we have

A(3α+ 3β) +B(7α+ 5β) = 4α− 4β.

The only solution is A = −8, B = 4. For µ =∞ the calculation is similar. �

Remark 3.4. From the equivariant classes of (cone) varieties one can calculate their degrees,
see, e.g., [FNR05, Sec. 6] and Section 7. Therefore, Theorem 3.3 implies that the degree of the
hypersurfaces given by the closures of the Aµ orbits is 4(1 + 1 + 1−2(0 + 0 + 0)) = 12 in general,
and 6 for µ = ∞. This implies that the ring of invariants R(Noc) on Noc is generated by a
degree 6 and a degree 12 polynomial. We will give a full description of R(Noc) in Section 5.

4. Thom polynomials of contact singularities corresponding to nets of conics

Consider a polynomial map g : (Cn, 0)→ (Cp, 0). In global singularity theory one studies its
Thom polynomial Tpg ∈ Z[α1, . . . , αn, β1, . . . , βp]

Sn×Sp . Here Sn permutes the αi variables (the
so-called “source Chern roots”), and Sp permutes the βj variables (the so-called “target Chern
roots”).

To recall the definition of Tpg we need to define contact equivalence. Consider the maximal
ideal m of the ring of formal power series C[[x1, . . . , xn]]. To any polynomial map g : (Cn, 0)→
(Cp, 0) (or, equivalently a jet in Jk(n, p)) we assign the ideal Ig = (g1, . . . , gp) � m generated
by the coordinate functions of g. We say that two jets are contact equivalent if their ideals are
equivalent under a local holomorphic reparametrization of Cn. The Thom polynomial Tpg of
the map g is the T = U(1)n × U(1)p-equivariant cohomology class represented by the set of
jets contact equivalent to g, in the jet space Jk(n, p) (where k is high enough). Sets of contact
equivalent jets will be called contact classes. They can either be defined by g or by the ideal Ig.

We will assign two contact classes to a net of conics f ∈ Hom(S2U, V ). Let f be represented
by three degree-2 polynomials f1, f2, f3 in x, y, z (see examples in Table 1). Consider the ideals
If = (f1, f2, f3) and If̃ = (f1, f2, f3) + (x, y, z)3, they define contact classes, If for p ≥ 3 and If̃
only for higher values of p.

We are mainly interested in the Thom polynomial defined by If for p = 3, since among
these are the the smallest (lowest degree) Thom polynomials that can not be computed by
previous methods ([Rim01]). However we need to make a detour to calculate Thom polynomials
corresponding to If̃ first. The reason is explained in Section 4.1.

Theorem 4.1. Let f ∈ Hom(S2U, V ) be a Σ0 net of conics, and let [f ] ∈ Z[u1, u2, u3, v1, v2, v3]
be the equivariant class of its GL(U)×GL(V )-orbit considered in Section 3. Let σf : (C3, 0)→
(Cp, 0) be a polynomial map with If̃ = Iσf

. Let W = {2α1, 2α2, 2α3, α1 + α2, α1 + α3, α2 + α3}.
Then

(2) Tpσf
=

3∏
i=1

p∏
j=1

(βj − αi) ·
∑

H⊂W,|H|=3

DH · [f ]|H
eH

,
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where

DH =
∏
w/∈H

p∏
j=1

(βj −w), eH =
∏
w1 /∈H

∏
w2∈H

(w2 −w1), [f ]|H = [f ]|vi=σi(H),ui=σi(α1,α2,α3) .

In the last substitution σi means the i’th elementary symmetric polynomial.

In Section 4.1 we will show how this Theorem follows from the “Localization Formula” [FR12,
Thm 6.1].

Remark 4.2. Similar, and in some sense simpler formulas can be given for the non-Σ0 nets. The
corresponding polynomial maps belong to very large codimensional singularities, consequently
their Thom polynomials are of very large degree, so we omit the description.

Theorem 4.1 gives the Thom polynomial in the Chern root variables αi and βj . A more
compact way to write down these polynomials is in quotient variables, using the basis of Schur
polynomials. To indicate that we use quotient variables we use the notation tpσf

. The Schur
polynomials ∆ are defined by ∆(λ1,...,λr) = det(cλi+j−i)r×r; for example,

∆(31) = det

(
c3 c4
c0 c1

)
= c3c1 − c4,

and ci denotes the degree i homogeneous part of
∏p

j=1(1+βj)∏3
i=1(1+αi)

. Note that this convention for Schur
polynomials is that of, e.g., [FP98], which slightly differs from that of, e.g., [Mac98].

Theorem 4.1, and some calculation, gives that for example for σf : C3 → C4,

σf (x, y, z) = (y2 + 2xz, 2yz,−x2 + 2g(xz − y2) + cz2, z3)

we have

(3) tpσf
= 8∆(544111)+4∆(444211)+16∆(844)+20∆(6442)+32∆(64411)+120∆(6541)+160∆(655)+

16∆(54421)+32∆(55411)+40∆(5542)+80∆(5551)+80∆(664)+40∆(7441)+112∆(754),

if g 6= 0 and half of it for g = 0.

4.1. Fibered localization. Now we show how the arguments in [FR12] can be applied to
prove Theorem 4.1, some familiarity of Sections 5, 6 of [FR12] are assumed. The localization
formula of [FR12, Thm 6.1] is based on a generalization of the Atiyah-Bott-Berline-Vergne
localization: the fibered localization formula of Vergne-Rossmann-Bérczi-Szenes ([BS12]). This
formula calculates, from some fixed point data, the torus equivariant cohomology of a variety
which is the birational image of a vector bundle E → Y such that the base Y is a subvariety of
a smooth manifold (everything is equipped with compatible torus actions).

For the proof of Theorem 4.1 we consider the correspondence variety

(4) C(Y ) = {(I, g) ∈ Grm
(
Jk(n)

)
× Jk(n, p) | I ∈ Y, Ig ⊂ I},

where g ∈ Jk(n, p) is a jet, m is the codimension of Ig � Jk(n), Grm
(
Jk(n)

)
denotes the m-

codimensional subspaces of the jet space Jk(n) and Y is the closure of the set of ideals equivalent
to Ig. The first projection C(Y ) → Y is a vector bundle, and it can be shown that the second
projection is a birational map to the closure of the contact class of g. The variety Y is contained
in the manifold Gr3(S2C3) (for f ∈ Σi it would be Gr3−i(S

2C3)). Hence, the fibered localization
formula ([FR12, Prop 5.1 or Thm 6.1]) can be applied.

This formula expresses Tpσf
as a sum whose terms correspond to torus fixed points of

Gr3(S2C3), that is, to the set {H ⊂ W, |H| = 3}. The term corresponding to H has a “fiber”
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component and a “horizontal” component. The fiber component is explicitly DH , and the “hori-
zontal” component, expressing the class of Y at the fixed point H is

[Y ]|H = [f ]|vi=σi(H),ui=σi(α1,α2,α3) .

Remark 4.3. What made this calculation very simple is the fact that Y is contained in the
Grassmannian Gr3(S2C3). For the ideals If we are not aware of any similar simplification.
However for p = 3 we will calculate the Thom polynomials for some nets of conics in the next
section.

4.2. Thom polynomials of equidimensional maps. Notice that for any σf satisfying the
condition of Theorem 4.1, p is at least 4. It is possible to substitute however p = 3 formally
into the formula, and in some cases we can interpret the result as a Thom polynomial. This
phenomenon was called the “small p case” in [FR12, §12]. According to the previous section
we need to check that the second projection of the correspondence variety (4) for Y being the
closure of the set of ideals equivalent to If̃ is a birational map to the closure of the contact class
of f ∈ J2(3, 3). Obviously f , therefore its contact class, is in the image, so the following two
conditions will imply birationality:

(1) The second projection is generically one-to-one.
(2) The dimension of the contact class of f equals to that of the correspondence variety

C(Y ).
Condition (1) is equivalent to the condition that there is only one ideal equivalent to If̃ containing
If : the ideal If̃ itself. This is satisfied for all f , since any ideal equivalent to If̃ should contain
the invariant ideal (x, y, z)3. By calculating the dimension of the correspondence variety we can
see that the second condition is equivalent to the condition that the codimension of the contact
class of f in J2(3, 3) is deg[f ] + 9.

We give 3 examples when the second condition is also satisfied (see [WdP95, p. 315]).
1. The Thom polynomial of the germ hc,g : C3 → C3,

hc,g(x, y, z) = (y2 + 2xz, 2yz,−x2 + 2g(xz − y2) + cz2)

is
tphc,g

= 8∆(433) + 4∆(3331),

if g 6= 0 and half of it for g = 0. The singularities hc,g form the smallest codimensional example
of a family of non-equivalent contact singularities (Cn, 0) → (Cn, 0) ([Mat71]). Because of
the presence of this continuous modulus in the classification of singularities, the method of
[Rim01] calculating Thom polynomials broke down at codimension 9. (In [FR12] a different
representation of hc,g is used, namely (x2 − λyz, y2 − λxz, z2 − λxy). This representation is less
adapted to our purposes, in general 12 different values of λ correspond to the same orbit, and
the singularities corresponding to B and B∗ cannot be written in this form.)

2 and 3: The singularities corresponding to nets from the orbits D and E are denoted by KD
and KE in [WdP95, p. 315]. Hence [FR12, Section 7] implies:

Theorem 4.4. The Thom polynomials of maps (Cn, 0)→ (Cn, 0) of type KD and KE are

tpKD = 3∆(33311) + 6∆(3332) + 14∆(443) + 16∆(4331) + 17∆(533),

tpKE = ∆(333111) + 2∆(33321) + 4∆(3333) + 6∆(43311) + 8∆(4332)+

+ 14∆(4431) + 8∆(444) + 13∆(5331) + 19∆(543) + 8∆(633).
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Remark 4.5. For some pair of contact singularities only condition (2) is satisfied. Examples
are given in [FR12, §12]. In such cases the localization formula gives the Thom polynomial
multiplied by the number of sheets of the second projection. (The simplest example we are
aware of is the singularities f̃ = (x3, xy, y2) and f = (xy). In this case we have two sheets: the
ideal (x2, xy, y3) also contains (xy).)

Remark 4.6. A polynomial map is called equidimensional, if the dimension of its source is the
same as the dimension of its target. Thom polynomials of equidimensional polynomial maps were
calculated in [Rim01] up to degree 8. The results above on the Thom polynomials of hc,g, KD,
and KE are essentially the first examples beyond degree 8. Notice that we calculated the Thom
polynomials of these singularities only for p = 3, as opposed to the singularities corresponding
to If̃ where we obtained the Thom polynomial for all p.

4.3. Duality and the Kazarian theory. Recently M. Kazarian developed a method ([Kaz])
to calculate Thom polynomials, in particular Section 8.8 of [Kaz] deals with nets of conics. His
approach is dual to the method of [FR12] in the sense that it uses the quotient algebra as opposed
to the ideal of the singularity. For a singularity corresponding to a Σ0 net f in the above sense the
quotient algebra is Qf = J2(U, V )/(f1, f2, f3). This is a graded algebra of graded degree (3, 3),
so the multiplication is determined by a linear map m ∈ Hom(S2U∗, ker f). The map m is the
apolar of f in the terminology of [Wal77]. The input of the Kazarian method is the equivariant
class of m. The apolar of a net lives in the dual representation, however, by fixing a basis of U
we can identify these spaces. The identification depends on the basis but a basis change does not
change the orbit, so we get a well defined duality on the Σ0 orbits. Wall denotes this duality by
∗. It is also true (and easy to see) that the equivariant classes of the orbits are the same up to
sign in the dual representation, however in general the dual orbit has different equivariant class,
see, e.g., [D] 6= [D∗] and consequently the Thom polynomials of the corresponding singularities
are also different. Using the Kazarian theory we were able to double check our results.

5. Invariant theory of nets of conics

Most of the results in this section are known (see [Wal77], [Wal10], [WdP95] [Vin76] and
[AN02]), but we also would like to show how equivariant theory leads to these results with the
hope that it can be applied in a more general context.

5.1. The ring of (semi) invariants. Suppose that the Lie group G acts on the vector spaceW
and Ĝ is the character group of G. We say that f ∈ C[W ] is a relative invariant corresponding
to the character χ ∈ Ĝ (i.e., f ∈ Rχ(W )) if for all v ∈W and g ∈ G

(5) f(gv) = χ(g)f(v).

The ring of semi-invariants is R(W ) :=
⊕

χ∈ĜRχ(W ).
Note that an element of R(W ) is not necessarily a relative invariant for any χ ∈ Ĝ. Semi-

invariants of G are always invariants of the commutator subgroup G′, but in general the ring of
invariants of G′ can be bigger. In the following two examples, however, they coincide.

(a) The GL(U) × GL(V )-action on Noc: Any character of GL(U) × GL(V ) is of the form
χa,b(g, h) := deta(g) detb(h). If f ∈ R(Noc) is homogeneous of degree l = 3d, then

f
(
(λI, µI)v

)
= f(λ−2µv) = λ−2lµlf(v) = det−2d(λI)detd(µI)f(v),
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therefore f is a relative invariant corresponding to the character χ−2d,d. (In GIT language
we see that there is a unique linearization for GIT-quotient.) In other words

R(Noc) =
⊕
d∈N

Rχ−2d,d
(Noc).

In this case all characters are determinants, so R(Noc) coincides with the ring of absolute
invariant polynomials for the SL3×SL3-action on Noc.

(b) As we discussed before, the maximal torus of the stabilizer of the net (y2 + 2xz, 2yz,−x2) is
GL1×GL1. It acts on the normal space NC to its orbit with weights 4α− 4β and 2α− 2β.
With respect to this action we have

R(NC) =
⊕
d∈N

Rχ2d,−2d
(NC) = C[NC ] = C[c, g],

where c ∈ Rχ4,−4
(NC) and g ∈ Rχ2,−2

(NC). Consider the restriction map i∗ : R(Noc) →
R(NC). From the first line of Table 1 (equivalently, from (1)) one sees that i∗ maps
Rχ−2d,d

(Noc) into Rχd,−d
(NC).

We claim that i∗ : R(Noc)→ R(NC) is injective. Indeed, according to the splitting above it
is enough to show that it is injective on Rχ−2d,d

(Noc) for any given d, which follows from the
fact that the values of a relative invariant f on NC determine its values on (GL(U)×GL(V ))·NC
via (5) and (GL(U)×GL(V )) ·NC is dense in Noc. Now we prove that the homomorphism i∗

is also surjective, by finding relative invariants of Noc mapped to c and g.

5.2. The determinant map. Composing nets with the determinant S2U∗ → C (well defined
up to a scalar factor) we get a degree 3 polynomial map δ : Noc→ S3V . This map is GL(U)×
GL(V )-equivariant if we let GL(U) act on S3V as scalars by the second tensor power of the
determinant representation. Consequently we have a homomorphism δ∗ : R(S3V ) → R(Noc).
Let us review now the invariant theory of the plane cubics S3C3 which was one of the first
achievements of the early invariant theory.

Theorem 5.1. [Aro50] There are invariants a, b of S3C3 of degree 4 and 6, respectively such that
R(S3C3) ∼= C[a, b] and every smooth plane cubic γ can be transformed (using the GL3-action)
into the Weierstrass-form:

y2z + x3 + a(γ)xz2 + b(γ)z3.

Remark 5.2. The Weierstrass-form is analogous to the c-g-form of nets of conics from Section 3.
The subset {y2z + x3 + axz2 + bz3 : a, b ∈ C} is a normal slice to the orbit of the cuspidal cubic
y2z + x3. This observation was used in [Kőm03] to calculate the equivariant classes for plane
cubics. The choice of these orbits is not accidental. Their closure is the nullcone, so the normal
slice intersects all invariant hypersurfaces.

Consider now the determinant of the c-g-form νc,g = (y2 + 2xz, 2yz,−x2 + 2g(xz− y2) + cz2).
Considering the three 3× 3 matrices of the three components of νc,g we obtain

δ(νc,g) = det

(−x)

 0 0 1
0 1 0
1 0 0

+ (−y)

 0 0 0
0 0 1
0 1 0

+ z

 −1 0 g
0 −2g 0
g 0 c


= y2z + x3 + (c− 3g2)xz2 + 2g(c+ g2)z3.

Here we parameterized C3 with −x,−y, z to obtain our result, the Weierstrass form, without
sign changes. Therefore i∗δ∗a = c − 3g2 and i∗δ∗b = 2g(c + g2). We denote the degree 12
invariant −48δ∗a by J12.
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Figure 1. The 20 weights of Pl

To complete the calculation of R(Noc) we need to find the degree 6 invariant which restricts
to g on the normal slice NC . This is a straightforward job with a computer, but using a geometric
idea it can be done by hand.

5.3. The Plücker map and the invariant I2. We have a degree 3 GL(U)×GL(V )-equivariant
map

ψ : Noc = Hom(S2U, V )
∧3

→ Hom(
∧3

S2U,
∧3

V ) ∼=
∧3

S2U∗ ⊗
∧3

V.

We will call Pl :=
∧3

S2U∗ ⊗
∧3

V the Plücker space.
Picking a basis for V ∗, to each net we can associate a triple M = (M1,M2,M3) of conics,

and ψ sends M to M1 ∧M2 ∧M3 ∈
∧3

S2U∗. The image of ψ is the cone of the Grassmannian
Gr3(S2U∗). Our next goal is to show that the representation Pl has a degree 2 invariant I2
which pulls back to a degree 6 invariant J6 of Noc.

Let ξ, η, ν be a basis in U∗ and x, y, z the corresponding dual basis in U . Write Eij for the
element of sl(U) mapping the ith basis vector of U to the jth basis vector and annihilating the
other two basis vectors.

Consider the basis e1 := ξ2, e2 := ξη, e3 := ξν, e4 := η2, e5 := ην, e6 := ν2 in S2U∗, and
set eijk := ei ∧ e2 ∧ e3 ∈

∧3
S2(U∗). Under the natural identification of S2U with the dual of

S2(U?), the basis in S2(U) dual to e1, . . . , e6 is t1 := x2, t2 := 2xy, t3 := 2xz, t4 := y2, t5 := 2yz,
t6 := z2. Then tijk := ti ∧ tj ∧ tk ∈

∧3
S2(U) is the basis dual to eijk. In particular, tijk(π(M))

is the 3× 3 minor corresponding to the (i, j, k) columns of the 3× 6 matrix of the net M viewed
as a linear map from V ∗ to S2U∗, with respect to the chosen bases.

As an SL(U)-representation Pl ∼= S3(U)⊕ S3(U∗). This follows for example from the calcu-
lations below or by calculating the weights of Pl. (See Figure 1, picturing the weights of Pl,
denoting the weights of S3(U) by dots and the weights of S3(U∗) by circles. We also indicated
the weight vectors spanning the corresponding weight spaces.)

Denoting by W the 10-dimensional SL(U)-module S3(U) we have

S2 Pl∗ ∼= S2W ⊕ S2W ∗ ⊕W ⊗W ∗.

The first two summands do not contain the trivial SL(U)-module (say by the theorem of Aronhold
on the invariants of ternary cubic forms), and the third summand contains one copy of the trivial
representation by Schur’s Lemma, spanned by w1w

∗
1 + · · ·+w10w

∗
10, where w1, . . . , w10 is a basis

of W and w∗1 , . . . , w∗10 is the corresponding dual basis in W ∗. Table 2 contains explicit elements
w1, . . . , w10 ∈

∧3
S2(U) spanning an sl(U)-summand isomorphic to W . Clearly x2 ∧ xy ∧ xz
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is a highest weight vector generating an sl(U)-module isomorphic to W . The w2, . . . , w10 are
obtained by applying successively the operators E21, E31 ∈ sl(U), as indicated in Table 2.

Recall that the action of Ei,j is the sum of the replacements of each occurrence of the jth
basis vector to the ith one, e.g.,

E3,1(x2 ∧ xy ∧ xz) = 2xz ∧ xy ∧ xz + x2 ∧ yz ∧ xz + x2 ∧ xy ∧ z2 = x2 ∧ xy ∧ z2 − x2 ∧ xz ∧ yz.

Up to non-zero scalars w∗10 in Table 2 is the only weight vector whose weight is opposite
to the weight of the lowest weight element w10 in W , therefore it must be a highest weight
vector generating a submodule isomorphic toW ∗ in

∧3
S2U∗. Applying successively appropriate

elements of sl(U) to w∗10 one computes w∗2 , . . . , w∗10 ∈
∧3

S2U∗. For example, by the left column
of the table we have w10 = E31w6, hence w∗6 = −E31w

∗
10. In addition to the information in the

left column of the table we need also the relations

w8 =
1

3
E32w7, w9 =

1

2
E32w8, and w10 = E32w9.

With the wi, w∗i given in Table 2 (for example, w2 = −x2∧xz∧y2+x2∧xy∧yz = − 1
2 t134+ 1

4 t125),
we have the equality

−8I2 := 8

10∑
i=1

wiw
∗
i = t2235 − 8t2146

− 8t134t346 + 8t126t246 + 8t145t156

+ 6t123t456 − 6t136t245 + 6t124t356

− 4t125t256 + 4t135t345 − 4t234t236

+ 2t134t256 − 2t125t346 + 2t135t246 − 2t126t345

+ 2t145t236 + 2t156t234 − 2t146t235.

(6)

Remark 5.3. (i) Set uijk := tijk ◦ψ, so uijk is an element of the coordinate ring of Noc. Recall
a classical result of Sylvester (see page 365 in [Sal79] or [Giz07]), asserting (after a change to
our coordinate system) that

−8θ :=u2
235 − 8u2

146

+ 4u146u235 + 4u135u345 − 4u125u256 − 4u234u236

+ 8u145u156 − 8u134u346 + 8u126u246

+ 8u123u456 − 8u136u245 + 8u124u356

is an SL(U)-invariant onNoc. We thank I. Dolgachev for bringing this reference to our attention.
One can easily verify using the straightening algorithm (cf. Section 13.2.2 in [Pro07]) that
J6 := I2 ◦ ψ coincides with Salmon’s θ. Notice that one cannot reconstruct I2 from θ since ψ∗
has a kernel, generated by the Plücker relations. To the best of our knowledge formula (6) for
I2 is new.

(ii) It is proved in [Vin76] that the ring of SL(C3)×SL(C3)×SL(C3)-invariants in C3⊗C3⊗C3

is generated by three algebraically independent elements of degree 6, 9, and 12. An alternative
way to construct the invariant J6 (not as a pullback from Pl) is to restrict the degree 6 generator
to the subspace of C3 ⊗ C3 ⊗ C3 corresponding to symmetric matrix triples. Explicit formulae
for the three generators can be found in [BLT04] or [DD12].

One can calculate that

ψ(νc,g) = (y2 + 2xz)∧2yz∧ (x2 + 2g(xz− y2) + cz2) = 12ge345 + 2c(e456 + 2e356)−2e145−4e135,



12 M. DOMOKOS, L. M. FEHÉR, AND R. RIMÁNYI

Table 2. Un-normalized generators

w1 = x2 ∧ xy ∧ xz w∗10 = x2 ∧ xy ∧ y2
w2 = E21w1 =−x2 ∧ xz ∧ y2 + x2 ∧ xy ∧ yz w∗9 = −E32w

∗
10 =−x2 ∧ xz ∧ y2 − 2x2 ∧ xy ∧ yz

w3 = E31w1 = x2 ∧ yz ∧ xz + x2 ∧ xy ∧ z2 w∗8 = − 1
2
E32w

∗
9 = 2x2 ∧ xz ∧ yz + x2 ∧ xy ∧ z2

w4 = E21w2 = 2xy ∧ y2 ∧ xz + 2x2 ∧ y2 ∧ yz w∗7 = − 1
3
E32w

∗
8 =−x2 ∧ xz ∧ z2

w5 = E31w2 = x2 ∧ y2 ∧ z2 + 2xz ∧ xy ∧ yz w∗6 = −E31w
∗
10 = 2xy ∧ xz ∧ y2 + x2 ∧ y2 ∧ yz

w6 = E31w3 = 2x2 ∧ yz ∧ z2 + 2xz ∧ xy ∧ z2 w∗5 = −E31w
∗
9 =−4xy ∧ xz ∧ yz − x2 ∧ y2 ∧ z2

w7 = E21w4 = 6xy ∧ y2 ∧ yz w∗4 = −E21w
∗
7 = 2xy ∧ xz ∧ z2 + x2 ∧ yz ∧ z2

w8 = E31w4 = 2xy ∧ y2 ∧ z2 + 2xz ∧ y2 ∧ yz w∗3 = −E31w
∗
6 = 2xy ∧ y2 ∧ z2 − 4xz ∧ y2 ∧ yz

w9 = E31w5 = 2xy ∧ yz ∧ z2 + 2xz ∧ y2 ∧ z2 w∗2 = −E21w
∗
4 = 2xz ∧ y2 ∧ z2 − 4xy ∧ yz ∧ z2

w10 = E31w6 = 6xz ∧ yz ∧ z2 w∗1 = −E21w
∗
2 = 6y2 ∧ yz ∧ z2

and hence, for J6 = I2 ◦ψ we have J6(νc,g) = I2(ψ(νc,g)) = 24g. This concludes our proof of the
following known theorem (see [AN02], [Vin76], where the ring of invariants of Noc is identified
with the ring of invariants of a finite complex pseudo-reflection group):

Theorem 5.4. The ring of invariants of Noc is freely generated by J6 and J12.

5.4. A geometric interpretation of the splitting of Pl. Following C.T.C. Wall [Wal10] we
can interpret the projection maps from Pl to its irreducible factors.

5.4.1. The Jacobi map. A net ϕ is a linear map from S2U to V , alternatively a quadratic map
from U to V . Its derivative at u ∈ U is a linear map duϕ : TuU → TuV . Since tangent spaces
of a vector space can be canonically identified with the vector space itself and duϕ is linear in
u, the derivative dϕ defines a linear map from U to Hom(U, V ). We also have the degree 3
determinant map

det : Hom(U, V )
∧3

→ Hom(
∧3

U,
∧3

V ) ∼=
∧3

U∗ ⊗
∧3

V,

which can be composed with dϕ to obtain a degree 3 map Jac(ϕ) from U to
∧3

U∗ ⊗
∧3

V . We
can also consider Jac as a map

Jac : Noc→ S3U∗ ⊗
∧3

U∗ ⊗
∧3

V.

The map Jac factors through the Plücker map providing a linear projection

π1 : Pl→ S3U∗ ⊗
∧3

U∗ ⊗
∧3

V.

Picking a basis in V ∗ we can identify Jac with the Jacobian covariant Jac :
⊕3

S2(U∗)→ S3(U∗),
which is a joint covariant of triples of conics defined as

Jac(M) := det

 ∂ξM1 ∂ξM2 ∂ξM3

∂ηM1 ∂ηM2 ∂ηM3

∂νM1 ∂νM2 ∂νM3


(recall that ξ, ν, η is our basis in U∗, and the Mi are homogeneous quadratic polynomials in
ξ, η, ν). Now Jac is an alternating trilinear function in M1,M2,M3, hence it factors through an
SL(U)-equivariant linear map

π1 : Pl→ S3(U∗).
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It maps the basis vector eijk ∈ Pl to the 3× 3 minor corresponding to the i, j, k columns of the
matrix  2ξ η ν 0 0 0

0 ξ 0 2η ν 0
0 0 ξ 0 η 2ν


(the columns contain the partial derivatives for each of ξ2, ξη, ξν, ν2, ην, ν2). Recall that x3, 3x2y,
. . . , 6xyz, . . . is the basis in S3(U) dual to the basis ξ3, ξ2η, . . . , ξην, . . . of S3(U∗). Now π∗1
embeds S3(U∗)∗ ∼= S3(U) into Pl∗. For example, π1(e123) = 2ξ3, and no other π1(eijk) contains
the monomial ξ3. This shows that π∗1(x3) = 2t123 = 8w1 (where w1 is the element given
in Table 2). Similarly ξ2η is contained only in π1(e125) = 2ξ2η and π1(e134) = −4ξ2η. It
follows that π∗1(3x2y) = 2t125 − 4t134 = 8w2. One checks in the same way that the basis
x3, 3x2y, . . . 6xyz, . . . , z3 of S3(U) is mapped under π∗1 onto 8w1, . . . , 8w10 (cf. Table 2).

5.4.2. The dual Jacobi map. We have a degree 2 map

Hom(C2, U)
S2

→ Hom(S2C2, S2U).

Composing with a net ϕ and choosing an element in Hom(C2, U) we get a linear map in
Hom(S2C2, V ). Taking its determinant we get a degree 6 map from U ⊕ U ∼= Hom(C2, U)

to the one-dimensional vector space L = Hom(
∧3

S2C2,
∧3

V ) ∼=
∧3

V . (As a representation of
GL(U) the line L is isomorphic to the trivial one-dimensional representation.) Notice that this
map factors through

∧2
U , providing a degree 3 map from

∧2
U to L. Varying ϕ we end up

with a degree 3 map from Noc→ S3
∧2

U∗⊗L which factors through the Plücker map ψ. Now
notice that

∧2
U∗ ∼= U ⊗

∧3
U∗. Hence we defined a linear map

π2 : Pl→ S3U ⊗
(∧3

U∗
)3

⊗
∧3

V.

Notice that the GL(V )-action played no active role in the projections π1 and π2 as it was expected
from the abstract splitting of the representation

∧3
S2U∗.

As an SL(U)-equivariant linear map π2 : Pl→ S3(U) can be constructed as follows: Picking
a basis in V ∗ we can identify a net with a triple M = (M1,M2,M3) where Mi ∈ S2U∗. We
may think of S3(U) as the space of cubic polynomial functions on U∗. Now π2(M1 ∧M2 ∧M3)
vanishes on a linear form f ∈ U∗ if the net M restricted to the zero locus of f does not have full
rank.

More explicitly, eliminate the variable ν from the ternary quadratic forms Mi using the
relation xξ + yη + zν = 0; we obtain three binary quadratic forms in the variables ξ, η. Now
π2(M1 ∧M2 ∧M3) is the determinant of the 3× 3 matrix whose columns contain the coefficients
of these three binary quadratic forms. In particular, π2(eijk) is the (i, j, k) minor of z 0 −x 0 0 x2/z

0 0 0 z −y y2/z
0 z −y 0 −x 2xy/z


(showing also that we end up with a cubic polynomial in x, y, z). The dual π∗2 embeds S3U∗

into Pl∗, and in the same way as in the case of the Jacobi map one may check that the basis
vectors ξ3, ξ2η, . . . , ν3 are mapped to −1

3 w
∗
1 , . . . ,

−1
3 w
∗
10 from Table 2.

5.5. Stability. A net of conics is in the nullcone if both J6 and J12 are zero on it. The G.I.T.
quotient of Noc is P1 and the quotient map on the complement of the nullcone is given by
k := J2

6/J12. An orbit η is strictly semistable if k−1(k(η)) % η. We can use formula (6) to
calculate J6 and the explicit form of the degree 4 invariant of the plane cubics to calculate J12.
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Notice that Theorem 5.1 is not sufficient, since non-smooth cubics do not admit a Weierstrass
form. Nevertheless these are simple calculations which show that the only codimension> 1 orbits
outside the nullcone are D,D∗, E,E∗ with

J6 J12 k
D 1 1 1
D∗ −8 16 4
E 1 1 1
E∗ −8 16 4

Since k is a bijection on the codimension 1 orbits it is enough to find values of c and g with the
given k. Since k(νc,g) = 12g2

3g2−c , it is immediate that k(B) = 1 for B := ν−9,1 and k(B∗) = 4 for
B∗ := ν0,1 (B and B∗ are notations from [Wal77]). Consequently the complete list of strictly
semistable orbits are B,B∗, D,D∗, E,E∗.

5.5.1. The discriminant. For the representations Noc and S3C3 the nonstable variety is a hy-
persurface and we call their defining equation the discriminant of the representation. It is a
classical result that the discriminant of the plane cubics is ∆ = 4a3 + 27b2. Using the c-g-form
we can quickly check that −2833δ∗∆ = (J2

6 − J12)2(J2
6 − 4J12) (see Section 7.1 for the details),

consequently a net is unstable if and only if its determinant cubic is unstable, but the δ∗-image
of the discriminant is not the discriminant: the component (J2

6 − J12) = B is counted with
multiplicity 2.

6. Hierarchy of the nets of conics

C. T. C. Wall’s result on the classification of the Noc-orbits can be verified using the results
of Sections 3 and 5. The codimension 1 orbits are classified by their k-invariant. The fact stated
in Theorem 3.1, namely that the restriction equations determine the equivariant classes imply
that no orbit is missed in Table 1. Any missing orbit would cause an indeterminacy in the
solution of the restriction equations, hence would contradict to Theorem 3.1.

To determine the hierarchy we use that a cohomologically defined incidence class determines
adjacency for positive orbits: Consider a Lie group G acting on a vector space V complex linearly.
For v ∈ V let Tv denote the maximal torus of the stabilizer subgroup of G.

Definition 6.1. The orbit Gv is positive if there is a linear functional ϕ on the weight lattice
of Tv such that for all weights wi of the Tv-action on the normal space of the orbit Gv at v we
have ϕ(wi) > 0.

Theorem 6.2. [FP09] Let η ⊂ V be a G-invariant subvariety and suppose that the orbit Gv is
positive for some v ∈ V . Then v ∈ η if and only if [η ⊂ V ]Tv

6= 0.

Table 3 contains the description of normal slices to orbits, and their weights. The last column
contains the values of the functional ϕ (that is, the values ϕ(α), ϕ(β), . . .) if such a functional,
proving the positivity of the given orbit, exists. By inspection we obtain the following fact.

Proposition 6.3. All unstable orbits of Noc are positive.

Thus, Theorem 6.2 determines almost all adjacencies of the orbits, namely the ones involv-
ing unstable orbits. The missing adjacencies of the semistable orbits can be determined by
calculating the k-invariant. As a result we obtain the complete hierarchy, depicted on Figure 2.

Example 6.4. Consider the orbits F and F ∗, and their adjacency with the orbit (14). Let v
be the point in the (14) orbit given in the Table, and let j(14) be the restriction homomorphism
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Table 3. Normal weights and positivity

Σ0 normal weights ϕ(α),ϕ(β),...

C 2 y2 + 2xz, 2yz,−x2 4α− 4β, 2α− 2β 1,0
D 2 x2, y2, z2 + 2xy 3α− 3β, 3β − 3α -
D∗ 2 2xz, 2yz, z2 + 2xy 3α− 3β, 3β − 3α -
E 3 x2, y2, z2 2α− β − γ, 2β − α− γ, 2γ − α− β -
E∗ 3 2xy, 2yz, 2zx −2α+ β + γ,−2β + α+ γ,−2γ + α+ β -
F 3 x2 + y2, 2xy, 2yz 2α− 2β, 2α− 2β, α− β 1,0
F ∗ 3 x2 + y2, xz, z2 2β − 2α, 2β − 2α, β − α, -1,0
G 4 x2, y2, yz 2α− 2γ, β − α, 2β − α− γ, 2β − 2γ 1,2,0
G∗ 4 xy, xz, z2 2γ − 2α, α− β,−2β + α+ γ, 2γ − 2β -1,-2,0
H 5 x2, 2xy, y2 + 2xz 2α− 2β, 2α− 2β, 3α− 3β, 3α− 3β, 4α− 4β 1,0
I 7 x2, xy, y2 α− γ, 2α− β − γ, 2α− 2γ, β − γ,−2γ + α+ β, 2β − 2γ 0,0,-1
I∗ 7 xz, yz, z2 −α+γ,−2α+β+γ,−2α+2γ,−β+γ, 2γ−α−β,−2β+2γ 0,0,1
Σ1

(14) 4 x2 − xz, y2 − yz, 0 β − 2γ, β − 2γ, β − 2γ, β − 2γ 1,0
(212) 5 xy, xz + yz, 0 2α− 2β, γ − 2α, γ − 2α, γ − α− β, γ − 2β 1,0,3
(31) 6 xz, x2 − yz, 0 3β − 3α, 2β − 2α, γ − 3α− β, γ − 4α, γ − 2α− 2β, γ − 4β 0,1,5
(22) 6 x2, yz, 0 2α− 2β, 2α− 2γ, δ − α− β, δ − α− γ, δ − 2β, δ − 2γ 1,0,0,2
(4) 7 xz + y2, x2, 0 2α− 2β, 3α− 3β, 4α− 4β, γ− 3α−β, γ− 2α− 2β, γ− 4β 1,0,5
K 8 y2, z2, 0 2α− 2β, 2α− β − γ, 2γ − 2β, 2γ − α− β, δ − 2β,

δ − α− β, δ − β − γ, δ − α− γ 0,-1,0,0
L 8 xy, xz, 0 α− β, α− γ, α+ β − 2γ, α+ γ − 2β, δ − 2α, δ − 2β,

δ − 2γ, δ − β − γ 1,0,0,3
M 9 yz, y2, 0 β + γ − 2α, β − α, 2β − 2α, 2β − α− γ, 2β − 2γ, δ − 2α,

δ − α− β, δ − α− γ, δ − 2γ 0,1,0,2
Σ2

S 10 xy − z2, 0, 0 γ − 2α− 2β, γ − 3α− β, γ − 4α, γ − α− 3β, γ − 4β,
δ − 2α− 2β, δ − 3α− β, δ − 4α, δ − α− 3β, δ − 4β 0,0,1,1

PL 11 xy, 0, 0 δ − 2α, δ − 2β, δ − α− γ, δ − β − γ, δ − 2γ
ε− 2α, ε− 2β, ε− α− γ, ε− β − γ, ε− 2γ, α+ β − 2γ 1,0,0,3,3

DL 13 x2, 0, 0 δ − α− β, δ − 2β, δ − α− γ, δ − 2γ, δ − β − γ
ε− α− β, ε− 2β, ε− α− γ, ε− 2γ, ε− β − γ
2α− 2β, 2α− β − γ, 2α− 2γ 1,0,0,3,3

H∗GL(U)×GL(V )(Noc)→ H∗Tv
(Noc). One can read from the table above that the homomorphism

j(14) is the substitution
ci = σi(α, α, α), di = σi(2α, 2α, β),

where σi denotes the ith elementary symmetric polynomial. For the equivariant classes given in
Theorem 3.1 we have

j(14)([F ]) = 0, j(14)([F ∗]) = −6(2α− β)(4α2 − 4αβ + β2) 6= 0.

Hence, we have that (14) is contained in the orbit closure of F ∗, but is not contained in the orbit
closure of F .

6.1. The equivariant cohomology rings of the orbits. With a little extra sudoku type
calculations one can determine the equivariant cohomology rings H∗(BGx) of the orbits Gx.
In column 5 of Table 1 we listed the degrees of a free generating set for these rings. This
information can be used, e.g., to define certain “higher” Thom polynomials. Since the equivariant
cohomology spectral sequence of the codimension filtration (the Kazarian spectral sequence; see
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Figure 2. The hierarchy of Noc orbits

[Kaz97], [FR04, Sect.10]) degenerates, the Poincaré series of the rings H∗(BGx) shifted by the
codimension add up to the Poincaré series of H∗(BG). For the open stratum O =

⋃
µ∈P1 Aµ

we have H∗G(O) = H∗GL1
(P1) for the trivial GL1-action, so the Poincaré series of H∗G(O) is 1+t

1−t ,
and we get that

1 + t

1− t
+

t2

(1− t)2
+

2t2

(1− t)(1− t2)
+ . . .+

t18

(1− t)2(1− t2)2(1− t3)2
=

1

(1− t)2(1− t2)2(1− t3)2
.

Here the t-exponents of the numerator are the codimensions (column 2) and the t-exponents of
the denominators are degrees of the generators of H∗(BGx) (column 5).
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7. Enumerative questions, multiplicities of the determinant map

Equivariant classes contain enumerative data in a compressed form. One of the simplest
enumerative invariants is the degree. Using [FNR05, Section 6] we see that the degree of a G-
invariant subvariety η ⊂ Noc can be obtained by substituting 1 to the Chern roots of GL(V ) and
0 to the Chern roots of GL(U) in the polynomial [η] ∈ H∗(B(GL(U)×GL(V ))). For example,
we obtain

deg(C) = 72, deg(D) = 36, deg(D∗) = 45.

Consequently in a generic two-parameter linear family of nets of conics there are 72 of type C,
36 of type D and 45 of type D∗, etc.

A more subtle enumerative invariant is the intersection multiplicity. Suppose that f : X →
Y is a map of smooth varieties and Z ⊂ Y a codimension d subvariety. Suppose also that
the preimage f−1Z is pure d-codimensional. Then we can assign positive integers µi to every
component Yi of f−1Z called intersection multiplicities (for more details see [Ful84]). If X =
Y = C and Z = {0}, then the intersection multiplicities are the usual multiplicities of the roots
of f .

An important property of the intersection multiplicity ([Ful84, Sect. 7]) is that if all compo-
nents Yi of f−1Z are of codimension d, then

(7) f∗([X]) =
∑

µi[Yi].

In general this equation does not determine the intersection multiplicities µi. However (7)
generalizes to the equivariant setting where there is more chance that the classes [Yi] will be
linearly independent.

Consider the determinant map δ : Noc→ S3V studied in Section 5.2. From the normal forms
in Table 1 it is easy to calculate the image under the determinant map. E.g., for C the normal
form is y2 + 2xz, 2yz,−x2 which means that the generic net in matrix form is −κ · λ

· λ µ
λ µ ·

 ,

with determinant µ2κ − λ3 corresponding to the cuspidal curve ν. A table can be found in
[Wal77]. For the readers’ convenience we included the images of the determinant map in the
last column of Table 1. The notation tries to imitate the shape of the various classes of plane
cubics, i. e. θ is the orbit (closure) of conic intersected by line, Ω the conic and tangent line,
A the three nonconcurrent lines, 6= is the double line intersected by a third line, Ξ is the triple
line and Ж is the three concurrent lines. The codimension 1 orbits will be treated in the next
section.

The equivariant classes of the GL3-representation S3C3 (i.e., plane cubics) were calculated by
B. Kőműves [Kőm03]. The cases we need are

(8) [ν] = 24e2
1, [θ] = 18e2

1 + 9e2, [Ω] = 36e3
1 + 18e1e2, [A] = 12e3

1 + 6e1e2 + 27e3, [Ж] = e1[A],

where ei denote the GL3-Chern classes.
The map δ is GL3×GL3-equivariant, if we replace the GL3-action on the plane cubics by

the GL(U) × GL(V )-action as in Section 5.2. The effect of this change on (8) is replacing the
GL3-Chern roots εi (ε1 + ε2 + ε3 = e1 etc) by some linear combination of the GL(U)×GL(V )-
Chern roots. A comparison of the actions of the maximal tori of GL3 and GL(U)×GL(V ) gives
the substitution εi 7→ δi − 2/3u1 (where δi denote the GL(V )-Chern roots). Consequently for
the Chern classes we obtain the substitution e1 7→ v1 − 2u1, e2 7→ v2 − 4/3u1v1 + 4/3u2

1 and
e3 7→ v3 − 2/3v2u1 + 4/9v1u

2
1 − 8/27u3

1.
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After this substitution we have all the ingredients of (7) for the GL(U)×GL(V )-equivariant
map δ. Then explicit calculation implies the following theorem.

Theorem 7.1. In GL(U)×GL(V )-equivariant cohomology we have

δ∗([ν]) = 3[C],

δ∗([θ]) = 4[D] + [D∗],

δ∗([Ω]) = 9[F ] + 6[F ∗],

δ∗([A]) = 8[E] + [E∗] + 2[F ],

and the coefficients on the right hand side are uniquely determined, therefore they are the inter-
section multiplicities.

For the three concurrent lines the codimension condition is not satisfied, but a similar calcu-
lation gives the equality

δ∗([Ж]) = 12[(14)] +
(
4[G] + 1/2[G∗] + 2(d1 − 2c1)[F ]

)
,

and, like above, the coefficients are uniquely determined. The class in the bracket is supported
on F , so we can call 12 the intersection multiplicity of (14).

Remark 7.2. The intersection multiplicities are always at most the algebraic multiplicities by
[Ful84, Pr. 8.2] and they agree if the image is (locally) Cohen-Macaulay and the preimage has the
same codimension by [FP98, p.108]. In [Chi02] J. Chipalkatti determines which orbit closures
are arithmetically Cohen-Macaulay for the plane cubics. Among the orbits of Theorem 7.1
ν is Cohen-Macaulay, since it is a complete intersection, Ω is arithmetically Cohen-Macaulay
consequently Cohen-Macaulay, but θ and A are not arithmetically Cohen-Macaulay. Therefore
the intersection multiplicities for ν and Ω are algebraic multiplicities as well. For θ and A we
do not know if they are Cohen-Macaulay. If the algebraic multiplicities for θ and A differ from
the intersection multiplicities, then they cannot be Cohen-Macaulay. Unfortunately we were not
able to calculate these algebraic multiplicities.

For the codimension 1 orbits we study the induced map on the GIT quotients.

7.1. The induced map on the GIT quotients of nets of conics to plane cubics. To
see that the G = GL(U) × GL(V )-equivariant determinant map δ induces a map d of the
corresponding GIT quotients we need to check that semistable orbits are mapped to semistable
orbits. It follows from general principles but here is a direct verification. For codimension > 1
orbits of Noc we see this fact from Table 1. (For the plane cubics the semistable orbits are
the smooth curves which are also stable, together with the nodal curve and θ and A.) The
codimension 1 orbits Aµ have a νc,g representative with (c, g) 6= (0, 0), so for δ(νc,g) either
a = c− 3g2 or b = 2g(c+ g2) is not zero, therefore the image is semistable.

The traditional parametrization of the GIT quotient S3C3//G is the j-invariant j = 4a3

∆ :

S3C3//G → P1, where ∆ = 4a3 + 27b2 is the discriminant. On the other hand we saw in
Section 5.5 that the invariant k =

J2
6

J12
: Noc //G→ P1 parametrizes the GIT quotient Noc //G.

Using these parametrizations we can calculate d̃ := j ◦ d ◦ k−1 : P1 → P1:
Using the c-g-form we get (by some abuse of notation)

∆ = ∆(νc,g) = 4a3 + 27b2 = 4a3 + 27(4g2)(a+ 4g2)2 = 4(a+ 3g2)(a+ 12g2)2,

and we have J6 = 24g and J12 = −48a, so 483∆ = (−4J12 + J2
6 )(−J12 + J2

6 )2. Therefore
j ◦ d =

J3
12

(J2
6−4J12)(J2

6−J12)2
and

d̃(x : y) = (4y3 : (x− 4y)(x− y)2).
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The branching points are at the singular points (take the affine chart y = 1, and find the
zeroes of 3(x− 1)(x− 3), the derivative of (x− 4)(x− 1)2, and an extra branching at x =∞.):
x = 1 (∆ = 0, i.e., j-invariant is ∞) corresponds to the semistable point (class of the nodal

curve). It has preimages B with k(B) = 1 and B∗ with k(B∗) = 4. The point B has
multiplicity two. Notice that B and B∗ represent the two semistable points in Noc //G
(in the GIT quotient B ∼ D ∼ E and B∗ ∼ D∗ ∼ E∗).

x =∞ (j-invariant is 0) corresponds to the degree 4 orbit of elliptic curves defined by a = 0. It
has one preimage (of multiplicity 3): the orbit of nets of conics defined by J12 = 0.

x = 3 (j-invariant is 1) corresponds to the degree 6 orbit of elliptic curves defined by b = 0. It
has one preimage with k = 3 and another one with multiplicity 2, the degree 6 orbit of
nets of conics defined by J6 = 0.

Remark 7.3. For hypersurfaces the intersection multiplicities agree with the algebraic (or
scheme theoretic) multiplicities. To determine these multiplicities in our case it is enough to
compare degrees. One obtains that all algebraic multiplicities are 1, except for B which has
multiplicity 2.
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ERRATUM: MILNOR FIBRATIONS AND THE THOM PROPERTY FOR

MAPS fḡ

ANNE PICHON AND JOSÉ SEADE

The main theorem in our article [2] is not correct as stated. Presumably, there exist stronger
hypotheses under which it does hold. This is the case, for instance, when n = 2 and the germs
f, g do not have a common branch (see [1, Proposition 1.4]). We thank Adam Parusiński for
having pointed out to us this error by sending us two counter-examples. We also thank Mutsuo
Oka for having located the mistake in our proof : It comes from the fact that the equation we
give in page 147 line -5 is not sufficient to define the tangent space Txk

G. In fact, the normal
space to it is defined by the two real vectors gradu and grad v where fḡ = u + iv, while in our
calculation we considered only the vector wk = 2 gradu + 2i grad v.

Here are the two counter-examples sent to us by A. Parusiński. The first of these was suggested
by comments of M. Tibăr. In both examples, the map fḡ has an isolated critical value at 0 ∈ C,
but fḡ does not possess the Thom afḡ-property. We reproduce below the arguments given to us
by A. Parusiński.

Example 1. Let fḡ : C2 → C be given by f(z1, z2) = z1z2, g(z1, z2) = z2. We have

fg(z1, z2) = z1‖z2‖2 = x1(x2
2 + y2

2) + iy1(x2
2 + y2

2) = u + iv,

gradu = (x2
2 + y2

2 , 0, 2x1x2, 2x1y2) and grad v = (0, x2
2 + y2

2 , 2y1x2, 2y1y2).

Thus, the critical locus of fg is Y = {z2 = 0} and 0 is the only critical value of fg. We show
that, for the stratification

{
C2 \ Y, Y

}
, the Thom condition afg fails at every point of Y .

Fix P = (p, q, 0, 0) ∈ Y and (a, b) ∈ R2 \ 0 such that ap + bq = 0. Let z = (z1, z2) tend to P
and satisfy ax1 + by1 = 0. Then, at these points,

a gradu + b grad v = (x2
2 + y2

2)(a, b, 0, 0)

and, hence,

a gradu + b grad v

‖a gradu + b grad v‖
=

(a, b, 0, 0)

‖(a, b)‖
,

which contradicts the Thom condition.
In fact, we can deduce from the above arguments that there is no stratification of fg satisfying

the Thom condition. Indeed, Y , as it is the critical locus, has to be a union of strata for any
stratification of fg. If P is in a stratum open in Y , we may choose points z = (z1, z2) that tend
to P , are in a stratum open in C2, and are close to the points considered above. It suffices to
suppose that they satisfy |ax1 + by1| ≤ x2

2 + y2
2 , since then

a gradu + b grad v = (x2
2 + y2

2)(a, b, 0, 0) + (ax1 + by1)(0, 0, 2x2, 2y2),

and the second term tends faster to 0 than the first one if z2 → 0.

Example 2. Consider fḡ : C3 → C given by f(z1, z2, z3) = z1(z2 +z2
3), g(z1, z2, z3) = z2. Write

as before fg = u + iv.
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First we determine the critical locus of f . Since fg is holomorphic with respect to z1 and z3,

then for i = 1, 3 we have ∂(fg)
∂zi

= 0 and the vectors ( ∂u
∂x1

, ∂u
∂y1

), ( ∂v
∂x1

, ∂v
∂y1

) are independent if and

only if ∂(fg)
∂z1

6= 0. The critical locus is then contained in the set with equations

∂(fg)

∂z1
= (z2 + z2

3)z2 = 0 ;
∂(fg)

∂z3
= 2z1z2z3 = 0.(1)

The solution set of (1) consists of two components: {z2 = 0} and {z1 = z2 + z2
3 = 0}. On the

second one we have ∂u
∂x2

= ∂u
∂y2

= ∂v
∂x2

= ∂v
∂y2

= 0, and hence the entire component is included in

the critical set. We write
fg = f1g + f2g,

where f1(z1, z2, z3) = z1z2, f2(z1, z2, z3) = z1z
2
3 . We write f1g = u1 + iv1, f2g = u2 + iv2. On

the set {z2 = 0} we have ∂u1

∂x2
= ∂u1

∂y2
= ∂v1

∂x2
= ∂v1

∂y2
= 0 and hence on this set we consider only the

partial derivatives of f2g with respect to x2, y2. Since f2g is antiholomorphic with respect to z2

we get a new set of equations

z2 = 0 and
∂(f2g)

∂z2
= z1z

2
3 = 0.

This allows us to conclude that

Crit(fg) = {z1 = z2 + z2
3 = 0} ∪ {z1 = z2 = 0} ∪ {z2 = z3 = 0}.

Note that 0 is the only critical value of fg.
Denote Y = {z2 = z3 = 0}. We show that for any stratification of C3 the Thom condition

afg fails at a generic point of Y . Fix P = (p, q, 0, 0, 0, 0) ∈ Y and (a, b) ∈ R2 \ 0 such that
ap + bq = 0. Let z = (z1, z2, z3) tend to P and satisfy

|ax1 + by1| ≤ ‖z2‖2, ‖z3‖ ≤ ‖z2‖4.
Then at these points

a gradu1 + b grad v1 = ‖z2‖2(a, b, 0, 0, 0, 0) + o(‖z2‖2)

and
‖ gradu2, grad v2‖ ≤ ‖z3‖ = o(‖z2‖2).

Thus we may conclude as in Example 1.
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Exchange between perverse and weight filtration for the

Hilbert schemes of points of two surfaces

Mark Andrea A. de Cataldo∗, Tamás Hausel†, Luca Migliorini‡

Abstract

We show that a natural isomorphism between the rational cohomology groups of the
two zero-dimensional Hilbert schemes of n-points of two surfaces, the affine plane minus
the axes and the cotangent bundle of an elliptic curve, exchanges the weight filtration
on the first set of cohomology groups with the perverse Leray filtration associated with
a natural fibration on the second set of cohomology groups. We discuss some associated
hard Lefschetz phenomena.

1 Introduction

1.1 The main result

The theory of mixed Hodge structures endows the rational cohomology groups H∗(Z,Q) of
a complex algebraic variety Z with the increasing weight filtration WZ . On the other hand,
given a map f : Z −→ Z ′ of algebraic varieties, the theory of perverse sheaves (with middle
perversity) endows the rational cohomology groups H∗(Z,Q) with the increasing perverse
Leray filtration PZ (see [12], for example).

In [4], it was proved that the non-Abelian Hodge theory diffeomorphism between the
twisted character varietyMB of representations of a compact Riemann surface C into GL2(C)
and the moduli spaceMDol of rank 2 degree 1 stable Higgs bundles on C identifies the weight
filtration WMB

with the perverse filtration PMDol
induced by the projective Hitchin map

χ :MDol → A. The so-called P = W conjecture, i.e. that this phenomenon should be valid
for other groups, such as GLn(C), has received some evidence in [2] in a string-theoretic
framework.

However, at present, we are unable to use the approach of [4] to attack this conjecture in
the case of GL(n,C) for n > 2. One exception is the case of the moduli space of rank n stable
mirabolic Higgs bundles on an elliptic curve E. Thanks to [18], in this case we have a global
understanding of this moduli space as the Hilbert scheme of n points X [n] on the complex
surface X := T∨(E) ' E × C the total space of the cotangent bundle of E. Additionally,
the Hitchin map becomes a proper flat map hn : X [n] → C(n) ' Cn of relative dimension n
onto the n-th symmetric product C(n) of C, which can be understood explicitly. In a similar
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†Supported by a Royal Society University Research Fellowship
‡Partially supported by PRIN 2007 project “Spazi di moduli e teoria di Lie”
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vein one can prove that a corresponding character variety is isomorphic to Y [n] the Hilbert
scheme of n points of the surface Y := C∗×C∗, whose Hodge theory is well understood. The
expectation from the P = W conjecture is that the we again have an exchange of filtration
phenomenon.

Indeed the main result of this paper is Theorem 4.1.1 which establishes that there is a
natural isomorphism of graded vector spaces φ[n] : H∗(X [n],Q) ' H∗(Y [n],Q) that exchanges
the perverse Leray filtration for the map hn with the halved weight filtration :

φ[n] (PX[n]) = 1
2
WY [n] .

In words, the inverse of the isomorphism φ[n] sends a class of type (p, p) for WY [n] to a class in
in PX[n],p. Theorem 4.3.2 relates the hard Lefschetz theorem on the products of symmetric
products of the curve E with the relative hard Lefschetz theorem for the map hn and with
a “curious” hard Lefschetz theorem on the cohomology of Y [n].

The example dealt with in this paper presents a striking difference with respect to the
one treated in [4]. In the latter case, due to Nĝo’s support theorem, most of the perverse
sheaves showing up in the decomposition theorem are supported on the whole target space of
the Hitchin map. On the other hand, in the case treated here, every stratum in C(n) of the
map hn : X [n] → C(n) contributes several perverse sheaves showing up in the decomposition
theorem.

At the moment, we cannot explain the exchange of filtration phenomena described above,
beyond the fact that we can observe them. In §4.4 we discuss some properties shared by
the example considered in this paper and the one treated in [4], and we speculate on the
possibility of a more general statement regarding the phenomenon of exchange of filtrations.

1.2 Notation

We work over the field of complex numbers C and with singular cohomology with rational
coefficients Q. The results hold with no essential changes over any algebraically closed field
and with Q`-adic cohomology. A variety is a separated scheme of finite type over C.

We employ freely the language of derived categories, perverse sheaves and the decomposi-
tion theorem as well as the language of Deligne’s mixed Hodge structures (MHS); the reader
may consult [1], the survey [11] and the textbooks [15, 21, 23, 26]. For the convenience of
the reader we summarize our notation and terminology below.

Given a variety Z, we work with the full subcategory DZ of the derived category of the
category of sheaves of rational vector spaces on Z given by those bounded complexes K on
Z whose cohomology sheaves Hi(K) on Z are constructible; a sheaf on Z is constructible
if there is a partition Z =

∐
Za of Y given by locally closed subvarieties such that the

restriction F|Za is locally constant for every a. We denote the i-th perverse cohomology sheaf
of a complex K on Z by pHi(K); it is a perverse sheaf on Z. Given a map f : Z → Z ′ of
algebraic varieties, we denote the derived direct image functor Rf∗ simply by f∗ and the i-th
direct image functor by Rif∗.

A filtration F on a vector space is a finite increasing filtration

. . . ⊆ FiV ⊆ Fi+1V ⊆ . . . ;

finite means that FiV = {0} for i � 0 and Fi = V for i � 0. A filtration F on V has type
[a, b] if Fa−1V = {0} and FbV = V .
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Given a variety Z, the weight filtration on the cohomology groups Hd(Z,Q) is denoted
by WZ . A map f : Z → Z ′ endows the cohomology groups Hd(Z,Q) with two distinct
filtrations, the Leray filtration LZ and the perverse Leray filtration PZ .

In this paper, we are concerned with the Hilbert schemes of n points X [n] and Y [n]

associated with the two complex surfaces X := T∨E ' E×C, the total space of the cotangent
bundle of an elliptic curve E, and Y := C∗ ×C∗. We shall consider a certain natural proper
map hn : X [n] → C(n).

2 The Hilbert scheme of a surface and its cohomology
groups

2.1 The decomposition theorem for the Hilbert-Chow map
πn : S[n] → S(n)

Let S be a nonsingular connected complex analytic surface S and n ≥ 0 be a non-negative
integer. We refer the reader to [5, 6, 8, 16, 25] for background and references on Hilbert
schemes of surfaces.

We denote by S(n) := Sn/Sn the n-th symmetric product of S, i.e. the quotient of
Sn by the obvious action of the n-th symmetric group. A partition of ν = {ν1, . . . , νl} of
n is an unordered collection of positive integers such that ν1 + . . . + νl = n; the integer
l = l(ν) is called the length of ν. A point x ∈ S(n) gives rise to a partition ν = ν(x),
for x admits a unique representation as a formal sum ν1s1 + . . . + νlsl, with νi positive

integers adding up to n, and si ∈ S distinct. The subset S
(n)
ν ⊆ S(n) of points yielding

the same partition ν is a locally closed, irreducible, nonsingular subvariety of S(n) and we
have that the symmetric product S(n) is the disjoint union over the set of partitions on n of

these subvarieties: S(n) =
∐
ν S

(n)
ν . A partition ν gives rise to a new variety S(ν) as follows:

represent the partition ν as a symbol 1a12a2 · · ·nan , where ai is the number of times i appears
in ν; the ai ≥ 0, the length l(ν) =

∑
ai and n =

∑
i i ai; finally, define S(ν) :=

∏
i S

(ai) to
be the indicated product of symmetric product of S. If we define, Sν :=

∏
Sai , then

S(ν) = Sl(ν)/Sν . There is a natural finite map r(ν) : S(ν) → S(n) with image the closure

S
(n)
ν and the resulting map S(ν) → S

(n)
ν is the normalization of the image.

The Hilbert scheme S[n] of zero-dimensional length n subschemes of S is a connected
complex manifold of dimension 2n and, if S is algebraic, then so is S[n]. There is the n-th
Hilbert-Chow map πn : S[n] → S(n) sending a scheme to its support, counting multiplicities;
this map is proper and it is a resolution of singularities of the symmetric product.

In view of [8], §2.5, by using the correspondences in S(ν) ×S(n) S[n] inside S(ν) × S[n] the
decomposition theorem for the map πn yields a canonical isomorphism in the category DS(n) :

γ
[n]
S : =

∑
ν γ

(ν)
S :

⊕
ν r

(ν)
∗ QS(ν) [2l(ν)]

' // π∗QS[n] [2n]. (1)

2.2 The MHS on H∗(S[n],Q)

If S is algebraic, then, by using the compatibility (see [9]) with MHS of the constructions
leading to the isomorphism (1), we obtain a canonical isomorphism of MHS (recall that a
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Tate twist in cohomology (−i) increases the weights by 2i):

γ
[n]
S =

∑
γ
(ν)
S :

⊕
ν

(
H∗−2[n−l(ν)]

(
S(ν),Q

)
(l(ν)− n)

) ' // H∗
(
S[n],Q

)
. (2)

The fact that the two sides of (2) are isomorphic has been first proved in [17] by using the
theory of mixed Hodge modules.

Given a partition ν of n, consider the mixed Hodge substructure

H∗ν

(
S[n],Q

)
:= Im γ

(ν)
S ' H∗−2[n−l(ν)]

(
S(ν),Q

)
(l(ν)− n) (3)

so that the isomorphism of MHS (2) now reads as the internal direct sum decomposition

H∗
(
S[n],Q

)
=
⊕
ν

H∗ν

(
S[n],Q

)
. (4)

2.3 The map φ[n] induced by a diffeomorphism S2 ' S1

The canonical isomorphism (2) has the following simple consequence. Let S1 and S2 be two
nonsingular surfaces and

φ : H∗(S1,Q) ' H∗(S2,Q) (5)

be an isomorphism of graded vector spaces. By taking tensor products and invariants, the
map φ induces, for every partition ν, an isomorphism of graded vector spaces

φ(ν) : H∗(S
(ν)
1 ,Q) ' H∗(S(ν)

2 ,Q).

By using the isomorphisms (1), we define the map

φ[n] :=
(
γ
[n]
S2

)
◦

(∑
ν

φ(ν)

)
◦
(
γ
[n]
S1

)−1
: H∗

(
S
[n]
1 ,Q

)
' H∗

(
S
[n]
2 ,Q

)
(6)

which is an isomorphisms of graded vector spaces.
If the surfaces Si are algebraic and φ is an isomorphism of MHS, then so is (6). However,

in this paper we use this set-up in the case: S1 = E×C (E an elliptic curve) and S2 = C∗×C∗
and φ = Φ∗, where Φ : S2 ' S1 is a diffeomorphism. In this case, due to the incompatibility
of the weights, φ and φ[n] cannot be isomorphisms of MHS.

It is likely that the results in [27] imply that if we have a diffeomorphism S2 ' S1 of

nonsingular algebraic surfaces, then there is a diffeomorphism S
[n]
2 ' S

[n]
1 . At present, we do

not know this and we do not need it here.

3 The surfaces X and Y and the filtrations 1
2
WY [n] and

PY [n]

For the remainder of the paper, we fix n ≥ 0, an elliptic curve E and we set

Y := C∗ × C∗, X := T∨E ' E × C,
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i.e. X is the total space of the cotangent (canonical) bundle of E. The isomorphism above
is well-defined up to multiplication by a non-zero scalar.

The two surfaces X and Y are noncanonically diffeomorphic: choose E to be C/Γ where
Γ is the lattice of Gaussian integers; then use polar coordinates to identify X and Y . Let
Φ : Y ' X be any diffeomorphism and set φ := Φ∗ : H∗(X,Q) ' H∗(Y,Q). We are in the
situation of §2.3.(5) so that, for every n ≥ 0, we obtain the linear isomorphism (6) of graded
vector spaces

φ[n] : H∗
(
X [n],Q

) ' // H∗
(
Y [n],Q

)
. (7)

As it was observed in §2.3, for n ≥ 1, the two sides are never isomorphic as MHS. In
particular, (7) does not preserve the weight filtrations.

Let us remark that each Hd(X [n],Q) is a pure Hodge structure of weight d. Since
H∗(X,Q) ' H∗(E,Q) is an isomorphism of MHS, we have that the same is true for
H∗(X(ν),Q) ' H∗(E(ν),Q) for every partition ν of n. In view of the splitting of MHS
(4), we have the following canonical isomorphism of MHS

H∗(X [n],Q)
(4)
=
⊕
ν

H∗ν (X [n],Q) '
⊕
ν

H∗−2[n−l(ν)](E(ν),Q)(l(ν)− n).

Since each Hd(E(ν),Q) is pure of weight d, we conclude that each Hd(X [n],Q) is pure of
weight d as well. In particular, the weight filtration WX[n] on H∗(X [n],Q) is simply the
filtration by cohomological degree and this should be contrasted with Proposition 3.1.2.

3.1 The halved weight filtration 1
2
WY [n] on H∗((C∗ × C∗)[n],Q)

In this section, we first compute the MHS on H∗(Y [n],Q) and determine the weight filtration
WY [n] on H∗(Y [n],Q). We then observe that WY [n] has no odd weights so that we can define
the halved weight filtration 1

2
WY [n], k := W2k on H∗(Y [n],Q) by simply halfing the weights.

Recall that: an MHS is of Hodge-Tate type if the odd graded pieces of the weight filtration
are zero and every even graded piece GrW

2p is of pure type (p, p); an MHS is split of Hodge-Tate
type if it is isomorphic to a direct sum of pure MHS of Hodge-Tate type.

Lemma 3.1.1 For every partition ν of n, the natural MHS on H∗(Y (ν),Q) is split of Hodge-
Tate type and, more precisely,

Hd
(
Y (ν),Q

)
is pure of weight 2d and Hodge-type (d, d),

0 = W2d−1 ⊆ W2d = Hd(Y (ν),Q).

Proof. Since Hd(C∗,Q) has type (d, d), for d = 0, 1, and it is trivial otherwise, the statement
follows from the Künneth isomorphism and the naturality of the mixed Hodge structure for
the inclusion Hd(Y (ν),Q) ⊆ Hd(Y l(ν),Q) coming from the quotient map

Y l(ν) −→ Y l(ν)/Sν = Y (ν).

The following proposition is an immediate consequence of Lemma 3.1.1 and of the equality
of MHS (4).
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Proposition 3.1.2 The natural mixed Hodge structure on H∗(Y [n],Q) is split of Hodge-Tate
type. More precisely, in terms of the decomposition (4), we have:

W2kH
d
(
Y [n],Q

)
=

⊕
d−(n−l(ν))≤k

Hd
ν

(
Y [n],Q

)
, W2k = W2k+1.

Proposition 3.1.2 allows us to define the halved weight filtration 1
2
WY [n] by setting

1
2
WY [n],k := WY [n],2k.

The halved weight filtration 1
2
WY [n] on H∗(Y [n],Q) has type [0, 2n].

3.2 Decomposition theorem for the Hitchin-like fibration
hn : X [n] → C(n)

Let p : X → C be the induced projection. Recall the notation in §2.2. We have the
commutative diagram

X [n]

πn
��

hn

}}

X l(ν) = El(ν) × Cl(ν)
/Sν //

pl(ν)

��

X(ν)
r
(ν)

X //

p(ν)

��

X(n)

p(n)

��
Cl(ν)

/Sν // C(ν)
r
(ν)

C // C(n).

(8)

The maps pl(ν) and p(ν) are of relative dimension l(ν) and the map p(n) is of relative dimension
n. In particular, note that

dim
{
p(n)

−1 (
C(n)
ν

)}
= l(ν) + n, dim

{
p(ν)

−1 (
C(ν)
ν

)}
= 2l(ν).

The fiber of p(ν) over the general point of C(ν) is isomorphic to El(ν). All the other fibers
are isomorphic to quotients of El(ν) under the action of suitable, not necessarily normal,
subgroups groups of the finite group Sν . The fibers over the points in the small diagonal
in C(ν) are all isomorphic to E(ν) = El(ν)/Sν so that, by the compatibility with MHS of
Grothendieck’s theorem on the rational cohomology of quotient varieties, we have a canonical
isomorphism of MHS

H∗
(
E(ν),Q

)
= H∗

(
El(ν),Q

)Sν
. (9)

The map hn : X [n] → C(n) is projective of relative dimension n = 1
2 dimX [n] = dimC(n),

flat by [24], Corollary to Theorem 23.1, and, as it is observed above, it has general fiber the
Abelian variety En.

Remark 3.2.1 We say that hn is a Hitchin-type map because of the analogy it presents with
the Hitchin map associated with the moduli of Higgs bundles on a curve, where the dimensions
of domain M , target A and fibers F are related as above: dimM = 2 dimA = 2 dimF and
also because our main result Theorem 4.1.1 is analogous to the main result of [4], which deals
with rank two Higgs bundles of odd degree on a curve.
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Due to the commutativity of the diagram (8) and to the functoriality of derived push-
forwards applied to hn = p(n) ◦ πn, the decomposition theorem (1) for the map πn implies
that we have natural isomorphisms⊕

ν r
(ν)
C∗ p

(ν)
∗ QX(ν) [2l(ν)] //⊕

ν p
(n)
∗ r

(ν)
X∗QX(ν) [2l(ν)]

' // hn∗QX[n] [2n].

By applying Grothendieck’s theorem on the invariant part of push-forwards under a quotient
map under a finite group action, and by recalling that pl(ν) is a projection map, we get a
canonical isomorphism

p
(ν)
∗ QX(ν) =

(
p
l(ν)
∗ QX(ν)

)Sν
=

2l(ν)⊕
i=0

(
Rip

l(ν)
∗ Q

)Sν
[−i].

We thus get the distinguished splitting isomorphism in the category DC(n)

Γ
[n]
X :

⊕
ν

⊕2l(ν)
i=0

{[
r
(ν)
C∗

(
Rip

l(ν)
∗ Q

)Sν]
[l(ν)]

}
[−(i− l(ν))]

' // h∗QX[n] [2n].

(10)
Since every r(ν) is finite, every direct summand in square brackets is an ordinary sheaf

(not just a complex). Moreover, since the functors r
(ν)
∗ are t-exact, every summand in

curly brackets is a perverse sheaf, in fact an intersection cohomology complex with twisted

coefficients supported on C(n)
ν ⊆ C(n).

It follows that (10) “is” the decomposition theorem for the map hn in the sense that we
decomposed the right-hand-side as direct sum of shifted intersection cohomology complexes
supported on C(n). We note that, unlike the general statement of the decomposition theorem,
we have obtained (10) as a distinguished isomorphism.

In order to simplify the notation, we set

Riν := r
(ν)
C∗

(
Rip

l(ν)
∗ Q

)Sν
.

For our purposes, it is convenient to re-write (10) in the following two different ways, where
the former emphasizes the perverse-sheaf-nature of the summands, and the latter emphasizes
the ordinary-sheaf-nature of the summands. One merely needs to apply the appropriate shift
and re-organize the terms. By abuse of notation, we denote the resulting maps with the same

symbol Γ
[n]

X[n] :

Γ
[n]
X :

⊕2n
t=0

(⊕
i+(n−l(ν))=tR

i
ν [l(ν)]

)
[n− t] ' // hn∗QX[n] [n]; (11)

Γ
[n]
X :

⊕2n
k=0

(⊕
i+2(n−l(ν))=k R

i
ν

)
[−k]

' // hn∗QX[n] . (12)

We now turn to the decompositions in cohomology stemming from the isomorphism(s)

Γ
[n]

X[n] . By taking components in (10), we have the equality of maps in the derived category

Γ
[n]
X =

∑
ν

Γ
(ν)
X =

∑
ν

2l(ν)∑
i=0

Γ
(ν),i
X
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and, by taking the images in cohomology, we set

G∗ν

(
X [n],Q

)
:= Im Γ

(ν)
X ⊆ H∗

(
X [n],Q

)
. (13)

By the very construction of the splitting (10), i.e. the fact that is it obtained by pushing
forward (1), we have that

Gν

(
X [n],Q

)
:
(13)
= Im Γ

(ν)
X = Im γ

(ν)
X

(3)
=: H∗ν

(
X [n],Q

)
⊆ H∗

(
X [n],Q

)
,

or, in words, the two distinguished splittings of H∗(X [n],Q) into ν-components arising from
the decomposition theorem for the Hilbert-Chow map πn and for the Hitchin-like map hn
coincide.

For every fixed partition ν of n and for every 0 ≤ i ≤ 2l(ν), we set

H∗ν,i

(
X [n],Q

)
:= Im Γ

(ν),i
X ⊆ H∗ν

(
X [n],Q

)
,

so that

H∗ν

(
X [n],Q

)
=

2l(ν)⊕
i=0

H∗ν,i

(
X [n],Q

)
. (14)

The following lemma shows that in each cohomological degree d, there is at most one
non-zero summand Hd

ν,i(X
[n],Q) in (14).

Lemma 3.2.2 We have the following

Hq
(
C(n), Riν

)
'
{

0 if q 6= 0,
Hi
(
E(ν),Q

)
if q = 0.

In particular, for every d, we have that

Hd
ν

(
X [n],Q

)
= Hd

ν,i=d−2(n−l(ν))

(
X [n],Q

)
' Hd−2(n−l(ν))

(
E(ν),Q

)
.

Proof. We have

Hq

(
C(n), r

(ν)
C∗

(
Rip

l(ν)
∗ Q

)Sν)
= Hq

(
C(ν),

(
Rip

l(ν)
∗ Q

)Sν)
= Hq

(
Cl(ν), Ripl(ν)∗ Q

)Sν
.

Since Cl(ν) is contractible, the groups above are zero whenever q 6= 0. In view of (9), for
q = 0 we have:

H0
(
Cl(ν),

(
Rip

l(ν)
∗ Q

))Sν
= Hi

(
El(ν),Q

)Sν
= Hi

(
E(ν),Q

)
.

This proves the first statement.
According to (10) and the diagram (8), each summand Hd

ν,i(X
[n],Q) is the subspace of

Hd(X [n],Q) injective image of

Hd−2(n−l(ν))−i
(
C(n), r

(ν)
C∗

(
Rip

l(ν)
∗ Q

)Sν)
= Hd−2(n−l(ν))−i

(
C(ν),

(
Rip

l(ν)
∗ Q

)Sν)
=
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(
Hd−2(n−l(ν))−i

(
Cl(ν),

(
Rip

l(ν)
∗ Q

)))Sν
.

The second statement now follows from (14) and from the first statement.
Summarizing: we have that for every d:

Hd
(
X [n],Q

)
=
⊕
ν

H∗ν

(
X [n],Q

)
=

⊕
ν

Hd
ν,d−2(n−l(ν))

(
X [n],Q

)
'
⊕
ν

Hd−2(n−l(ν))
(
E(ν),Q

)
. (15)

3.3 The perverse Leray filtration PX[n] on H∗(X [n],Q)

The theory of perverse sheaves endows H∗(X [n],Q) with the perverse Leray filtration PX[n] ,
i.e. with the perverse filtration associated with the complex hn∗QX[n] [n]; see [12]. Note
that if we replace hn∗QX[n] [n] with another shift hn∗QX[n] [m], the resulting filtrations gets
translated. We have made the choice m = n so that, in view of (11), the result has the same
type [0, 2n] as the one of 1

2
WY [n] .

While, in general, the perverse (Leray) filtration is canonically defined, there is no natural
splitting of it. In our situation, in view of (11) and of (15), we have that the perverse Leray
filtration is naturally split:

PX[n],pH
d
(
X [n],Q

)
=
⊕
t≤p

⊕
d−(n−l(ν))=t

Hd
ν

(
X [n],Q

)
=

⊕
d−(n−l(ν))≤p

Hd
ν

(
X [n],Q

)
. (16)

Remark 3.3.1 In view of the expression (12), it is straightforward to verify with the aid of
Lemma 3.2.2 that the ordinary Leray filtration LX[n] on H∗(X [n],Q) for the map hn is the
filtration by cohomological degree. In particular, by comparing with (16), it is clear that the
Leray filtration is strictly included in the perverse Leray filtration.

4 The main result, relation with hard Lefschetz, and a
speculation

4.1 “PX[n] = 1
2
WY [n]”

We are now ready to state and prove the main result of this paper.

Theorem 4.1.1 For every n ≥ 0, the map φ[n] (7) is a filtered isomorphism, i.e.

φ[n](PX[n]) = 1
2
WY [n] .

Proof. By its very definition, the map φ[n] is a direct sum map with respect to the ν
decompositions (4) for S = X and S = Y , respectively It remains to apply Proposition 3.1.2
and (16).
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We would like to remark on the exceptional circumstance highlighted by Theorem 4.1.1.
In view of the canonical splitting (16), we say that a class a ∈ Hd(X [n],Q) has perversity p
if a ∈ ⊕d−(n−l(ν))=pHd(X [n],Q). Theorem 4.1.1 shows that, regardless of the (r, s) type of a

with respect to the pure Hodge structure Hd(X [n],Q), we have that φ[n](a) ∈ Hd(Y [n],Q) has
type (p, p) and, more precisely, lives in the (p, p) part of the split Hodge-Tate type structure.

The proof of Theorem 4.1.1 is heavily based on the fact that we have constructed the
explicit splitting (16) of the perverse Leray filtration. There is a different approach which is
based on the following geometric description [12] of the perverse Leray filtration: let s ≥ 0
and let Λs ⊆ C(n) ' Cn be a general s-dimensional linear section of Cn; then

PX[n],pH
d
(
X [n],Q

)
= Ker

{
Hd
(
X [n],Q

)
−→ Hd

(
h−1n (Λd−p−1),Q

)}
.

While we omit the details of this approach, we do point out the basic fact leading to the
identification of the kernel above with the right-hand-side of (16): a general linear section

Λd−p−1 avoids the closure of a stratum C(n)
ν , which has dimension l(ν), if and only if

d− (n− l(ν)) ≤ p.

4.2 The curious hard Lefschetz (CHL) for H∗((C∗ × C∗)[n],Q)

Let (z, w) be coordinates on Y = C∗ × C∗. The 2-form

αY :=
1

(2iπ)2
dz ∧ dw
zw

is closed and defines an integral cohomology class which we denote with the same symbol.
We have αY ∈ H2(Y,Q) ∩H2,2(Y ). Let pi : Y n → Y be the i-th projection. Set

αY n =

n∑
i=1

p∗iαY ∈ H2(Y n,Q) ∩H2,2(Y n).

Let αY (n) ∈ H2(Y (n),Q)∩H2,2(Y (n)) and αY (ν) ∈ H2(Y (ν),Q)∩H2,2(Y (ν)) be the naturally
induced classes. Let

αY [n] := π∗nαY (n) ∈ H2(Y (n),Q) ∩H2,2(Y (n))

be the pullback via the Hilbert-Chow map πn : Y [n] → Y (n).
Note that because of Hodge type, none of the α-type classes above is the first Chern class

of a holomorphic line bundle on Y [n]. Nonetheless, a simple explicit computation based on
Proposition 3.1.2 shows that cupping with the powers of αY [n] , gives rise to isomorphisms

Gr
W
Y [n]

2n−2kH
∗(Y [n],Q)

αk
Y [n]

'
// Gr

W
Y [n]

2n+2kH
∗+2k(Y [n],Q). (17)

These isomorphisms are analogous to the “curious hard Lefschetz” theorem of [19]. Its
curiosity consists of the fact that it is a statement concerning a (2, 2) class on a noncompact
variety, instead of a (1, 1)-class on a projective variety. This apparently mysterious fact
receives an explanation from the coincidence of the halved weight filtration with the perverse
Leray filtration proved in the main Theorem 4.1.1.
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Question 4.2.1 What corresponds to the CHL (17) under the identification

H∗(Y [n],Q) ' H∗(X [n],Q)

given by (7)? We answer this question in Theorem 4.3.2.

4.3 CHL on Y [n] ⇔ the HL on E(ν) ⇔ RHL for hn

In this section, we say that a rational cohomology class of degree two on a variety Z is good
(resp. ample) if it is a non-zero (resp. positive) rational multiple of the Chern class of an
ample line bundle on Z. The point of this definition is that the hard Lefschetz theorem holds
for a good class on a nonsingular projective manifold as well as on its quotients by a finite
group acting by algebraic isomorphisms.

Fix any diffeomorphism Φ : Y = C∗×C∗ ' X = E×C. We obtain the linear isomorphism
(7) of graded vector spaces: φ[n] : H∗(X [n],Q) ' H∗(Y [n],Q).

Let αX , αXn , αX(n) , αX(ν) , αX[n] be the classes obtained by transplanting the α-classes
defined starting from Y in section 4.2 via φ−1[n] .

Note that by construction, for every surface S, the inclusion H∗(S(n),Q) ⊆ H∗(S[n],Q)
is given by the pull-back π∗n via the Hilbert-Chow map πn : S[n] → S(n). In particular, we
have that αX[n] = π∗nαX(n) . This has to be verified in view of the fact that φ[n] has not been

defined using a diffeomorphism Y [n] ' X [n] between the Hilbert schemes.
Note that φ[n] is not a map of MHS (this is already apparent for n = 1). On the other

hand, since H2(X,C) = H2(E × C) ' H2(E,C) = H1,1(E), we see that all the α-classes
αX , . . . , αX[n] are in fact in H2(−,Q) ∩H1,1(−).

Moreover, the class αX ∈ H2(X,Q) ' Q, being non-zero, is automatically good. In fact,
it is ample if and only if the diffeomorphism Φ : Y ' X preserves the canonical orientations
of the complex analytic surfaces.

It follows that the α-classes αX , αXn , αX(n) and αX(ν) are good. Since αX(ν) is good, so
is its restriction to the fibers of X(ν) → C(ν). The fibers of this map over points in the dense
open stratum of C(ν) consisting of multiplicity-free cycles are isomorphic to the product El(ν).
Over the remaining points, the fibers are isomorphic to finite quotients El(ν)/G, where the
G are suitable subgroups of Sν (see section 2.2).

On the other hand, if n ≥ 2, then αX[n] is not good: being a pull-back from X(n), it
is trivial on the positive dimensional projective fibers of the Hilbert Chow birational map
πn : X [n] → X(n), a fact that prohibits goodness.

In view of the identifications of Lemma 3.2.2 and of the fact that αX(ν) and its restriction
to E(ν) are good, we have that the classical hard Lefschetz isomorphisms for the nonsingular
projective E(ν) of dimension l(ν) reads as follows

αj
X(ν) : H l(ν)−j

ν

(
X [n],Q

)
= H l(ν)−j

(
E(ν),Q

)
'−→ H l(ν)+j

(
E(ν),Q

)
= H l(ν)+j

ν

(
X [n],Q

)
.

(18)

Remark 4.3.1 Since αX[n] is a pull-back from X(n), its action via cup product on

πn∗QX[n] [2n]
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is diagonal with respect to the decomposition into ν-summands (1). Moreover, the induced
action on each ν-summand is the action via cup product with αX(ν) . The same holds after
taking cohomology.

The hard Lefschetz isomorphisms (18) express a property of this cup product action with
αX[n] in cohomology. In fact, (18) is the reflection in cohomology of the fact that the con-
clusion of the relative hard Lefschetz theorem ([1], Theorem 5.4.10; see also [10]) holds for
the map hn : X [n] → C(n) and for the cup-product action with αX[n] , i.e. that we have
isomorphisms

αj
X[n] : pH−j(hn∗Q[2n])

'−→ pHj(hn∗Q[2n]), (19)

where, in view of (10), the perverse cohomology sheaves are

pHj(hn∗Q[2n]) =
⊕

i−l(ν)=j

Riν [l(ν)].

In fact, the map of perverse sheaves (19) is defined simply because αX[n] ∈ H2(X [n],Q); see
[10]), §4.4. By using the identifications of Lemma 3.2.2, we deduce that the map (19) is an
isomorphism: in fact, in view of the isomorphisms (18), it is an isomorphism on the stalks of
the respective cohomology sheaves.

Recall that αX[n] is not good for n ≥ 2, i.e. it is neither “positive”, nor ”negative” on
the fibers of hn, so that the relative hard Lefschetz theorem does not apply in this context,
yet we have (19). This situation is similar to the one of the paper [7], where the notion of
lef line bundles has been introduced and where it is proved that it is strongly linked to the
hard Lefschetz theorem. The relation with the present situation is that, up to sign, αX[n] is
not ample on the fibers of hn, but it is lef.

Recalling the expression (16) for the perverse Leray filtration and Remark 4.3.1, a di-
rect calculation using the hard Lefschetz isomorphisms (18) and Theorem 4.1.1 implies the
following result, which answers Question 4.2.1.

Theorem 4.3.2 Under the identification φ[n] : H∗(X [n],Q) = H∗(Y [n],Q), the CHL (17)
becomes the (relative) hard Lefschetz (19).

We conclude this section by remarking that the splitting (10) of hn∗QX[n] has a remarkable
property. Deligne’s paper [14] implies that once we have the relative hard Lefschetz-type
isomorphisms (19), we can construct three a priori distinct isomorphisms between the l.h.s
and the r.h.s of (10). Each one of these three splittings is characterized by a certain property
of the matrices that express the action of the cup product operations

αkX[n] : hn∗QX[n] → hn∗QX[n] [2k]

with respect to the splitting; see [14], p.118 for the definition of this matrix, Proposition 2.7
for the first splitting, section 3.1 for the second, and Proposition 3.5 for the third. In general,
these three splittings differ from each other, e.g. in the case of the projectivization of a vector
bundle with non trivial Chern classes, projecting over the base.

In our situation, there is the fourth splitting (10). The remarkable fact is that, in view
of Remark 4.3.1, it is a matter of routine to verify that the four splittings coincide.
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4.4 Speculating on where to find the exchange of filtrations

The example treated in this paper and the one considered in [4] have some properties in
common which lead us to conjecture that the exchange of filtration occur for a certain class
of varieties and maps. Let us recall the main theorem of [4]:

Consider the moduli space of semistable Higgs bundles MDol parametrizing stable rank
2 Higgs bundles (E, φ) of degree 1 on a fixed nonsingular projective curve C of genus g ≥ 2.
There is the Hitchin proper and flat map h :MDol −→ C4g−3, which gives rise to the perverse
Leray filtration PMDol

. By the non-Abelian Hodge theorem,MDol is naturally diffeomorphic
to the twisted character variety

MB :=
{
A1, B1, . . . , Ag, Bg ∈ GL2(C) | A−11 B−11 A1B1 . . . A

−1
g B−1g AgBg = −I

}
/GL2(C)

where the quotient is taken in the sense of invariant theory. The twisted character variety
MB carries a natural structure of nonsingular complex affine variety, with Hodge structure
of Hodge-Tate type, with a natural splitting.

In complete analogy with Theorem 4.1.1, we have the main result in [4], Theorem 4.2.9

Theorem 4.4.1 In terms of the isomorphism H∗(MB)
'−→ H∗(MDol) induced by the dif-

feomorphism MB
'−→MDol stemming from the non-Abelian Hodge theorem, we have

WMB ,2kH
∗(MB) = WMB ,2k+1H

∗(MB) = PMDol,kH
∗(MDol).

The varieties MDol and X [n] belong to the following class of varieties Z:

1. Z is a quasi-projective nonsingular variety of even dimension 2m endowed with a holo-
morphic symplectic structure ω ∈ H0(Z; Λ2T ∗Z) and with a C∗-action φ : C∗×Z → Z,
such that for φ∗λω = λω for λ ∈ C∗ .

2. The ring Γ(Z,OZ) is finitely generated and the affine reduction map

hZ : Z −→ A = Spec Γ(Z,OZ)

is proper with fibres of dimension m.

3. The induced action on A has a unique fixed point o such that limt→0 t y = o for all
y ∈ A.

Let us note that, under these hypotheses, the Hodge structure on the cohomology groups
Hd(Z,Q) is pure of weight d: the inclusion h−1(o) ⊂ Z induces an isomorphism

Hd(Z,Q) ' Hd(h−1(o),Q)

of MHS; since Z is nonsingular, the weight inequalities ([13] Theorem 8.2.4, iii. and iv.)
imply the purity of H∗(Z,Q).

Additionally we see that if f and g are functions in Γ(A,OA) ∼= Γ(Z,OZ) then we can
write them as f =

∑
i>0 fi and g =

∑
i>0 fi and g =

∑
i>0 gi such that φ∗λ(fi) = λifi and

φ∗λ(gi) = λigi. Then the Poisson bracket satisfies

{f, g} =
∑
i,j>0

{fi, gj} =
∑
i,j>0

1

λ
{φ∗λfi, φ∗λgj} =

∑
i,j>0

λi+j−1{fi, gj}.
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Because λkh = h for k > 0 and generic λ ∈ C∗ only for the zero function, thus we can
conclude {f, g} = 0. Thus hZ is a completely integrable system.

The two examples given in this paper and in [4] lead us to speculate whether it is possible

to associate with every variety Z satisfying the three assumptions above another variety Z̃
such that:

1. Z̃ is a quasi projective nonsingular variety endowed with a holomorphic symplectic
structure.

2. The affine reduction map h
Z̃

: Z̃ −→ Spec Γ(Z̃,O
Z̃

) is birational (hence semismall in
view of [22], Lemma 2.11).

3. There is a natural isomorphism φ : H∗(Z,Q) ' H∗(Z̃,Q).

4. The cohomology groups H∗(Z̃,Q) have a Hodge structure of split Hodge-Tate type.

5. Under the isomorphism φ, the perverse filtration on Z associated with the map h
corresponds to the halved weight filtration on H∗(Z̃,Q): a class of perversity p on Z

would correspond to a class of type (p, p) on Z̃.

Let us remark that, if the above were true, then the Hodge structure of Z̃ cannot be
pure. In fact, in view of the relative hard Lefschetz theorem, the class α ∈ H2(Z,Q) of any

h-ample class on Z has necessarily perversity 2. It would then follows that φ(α) ∈ H2(Z̃,Q)
would have type (2, 2). In view of the conditions we have imposed on the affine reduction
maps of the two varieties, i.e. the fact that hZ is a fibration with middle dimensional fibers
and h

Z̃
is semismall, we like to think that Z is “as complete as possible,” whereas Z̃ is “as

affine as possible.”
At present, we do not know how to attack such a question and we still do not know how

to formulate a principle that would justify the exchange of filtrations.
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Éc. Norm. Sup., 4e série, t. 38, (2005), 693-750.

[11] M.A. de Cataldo and L. Migliorini, “The Decomposition Theorem and the topology of
algebraic maps,” Bull. of the Amer. Math. Soc., Vol. 46, n.4, (2009), 535-633. DOI:
10.1090/S0273-0979-09-01260-9

[12] M. de Cataldo, L. Migliorini, “The perverse filtration and the Lefschetz Hyperplane
Section Theorem,” Ann. of Math. 171 n.3 (2010) 2089-2113. DOI: 10.4007/an-
nals.2010.171.2089
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THE MULTIPLICITY POLAR THEOREM, COLLECTIONS OF 1-FORMS

AND CHERN NUMBERS

TERENCE GAFFNEY AND NIVALDO G. GRULHA JR.

Abstract. In this work, we show how the Multiplicity Polar Theorem can be used to calculate

Chern numbers for collections of 1-forms.

1. Introduction

Given a space with singularities, and a geometric invariant defined for smooth spaces, it is
interesting to see whether or not the invariant is well-defined for the singular space, and, if it is,
what are the contributions to the invariant from the singularities.

In a series of papers, Ebeling and Gusein-Zade have discussed the meaning of such invariants
as the index of a differential form [10], various notions of the index of a vector field [7], and the
Chern numbers, and have described the contributions from the singularities in some cases. In
[10], they calculated the radial index of a 1-form on a complete intersection singularity. In [17], it
is shown that, in the case of a differential 1-form with an isolated singularity on X ⊂ Cn, where
X is a complex analytic space, that the radial index can be computed using the multiplicity of a
pair of modules. The computation of [17] amounts to computing the intersection multiplicity of
the graph of the one form ω, which is a subset of the (unprojectivised) conormal bundle of Cn
and the cotangent space of X. In contrast to [10], the calculation is valid for any equidimensional
space.

It is clear that this springs from earlier work for vector fields and characteristic classes on
singular spaces by Schwartz and Brasselet, ([4, 25]), MacPherson ([24]) Seade and others (see
for example [2, 27]). The case of a 1-form is analogous to the case of vector fields, and the
indices involved concern the Euler characteristic of the singular variety. This can be regarded as
a particular Chern number, and the work of Ebeling and Gusein-Zade for collections of 1-forms
extends these notions for other Chern numbers.

In [8], Ebeling and Gusein-Zade developed the notion of the Chern number of a singular space
using collections of differential 1-forms. Their numbers are well-defined for any equidimensional
reduced complex analytic germ, but they only compute the number for ICIS singularities. Their
Chern number is again an intersection number. As in the earlier work, the intersection takes
place at the level of conormal spaces; they call the points in X which are the projection of the
points of intersection, special points.

In the case that we have just one 1-form, the Chern number is the Euler obstruction of the
differential form ([7], p. 17). This is related to the Euler obstruction of a set and the Euler
obstruction of a function as defined by Brasselet, Massey, Parameswaran and Seade in [3]. In
[11], the definition of the Euler obstruction of a function was adapted to the case of 1-form,
the Euler obstruction of a function was studied by several authors, in this direction we have for
example the papers [21],[27],[6],[17]. In [1], the authors determine relations between the local
Euler obstruction of an analytic map f defined in [22] and the Chern number of a convenient
collection of 1-forms associated to f .

In this work, we use the multiplicity polar theorem to calculate Chern numbers for any
equidimensional reduced complex analytic germ. This extends the earlier work of [17]. For
the Chern number problem, one must work with a set of collections of differential 1-forms, and
calculate the order of the point where all of the collections are linearly dependent. Since we
want to calculate the number of points at which the forms are linearly dependent after a generic

http://dx.doi.org/10.5427/jsing.2013.7d
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perturbation, this is again a problem involving modules. Because we have a collection of forms
we have a collection of modules, so the problem is like a problem in intersection theory, except
the spaces are defined by modules not by ideals.

The computation of the Chern numbers is an example of a problem where the underlying
vector bundle, which is the tangent bundle in the Chern case, is not defined at every point of
X. The set X must be modified; so we pass to the Nash modification of X where the tangent
bundle of X is defined in order to understand the problem fully. This process of modifying a
space to fill in points where a bundle ξ fails to be defined works in general, and our process of
calculating intersection numbers also extends. We outline this in the last section. This suggests
the easier problem of calculating Chern numbers when the tangent bundle is well-defined at all
points, and more generally, intersection numbers of modules. We take this up in section two.
The main themes of section four appear in this material.

Also in Section 2, we recall some basic ideas about the theory of integral closure of modules
and the statement of the multiplicity polar theorem.

In Section 3, we recall how Ebeling and Gusein-Zade develop the notion of Chern number in
their paper.

In Section 4, we introduce the notion of a special point for a collection. Roughly speaking,

a point p ∈ X is called a special point of the collection {ω(i)
j } of 1-forms on the variety X if

there exists a point in the fiber of the Nash modification over p such that the restriction of

the 1-forms ω
(i)
1 , · · · , ω(i)

d−ki+1 to the point are linearly dependent for each i = 1, · · · , s. We
next see how special points can be viewed as intersections, and, hence, have an associated
intersection number, if isolated. We then begin to solve the “module intersection theoretic
problem” for the computation of the Chern numbers described above. We prove a “Gysin”
type theorem, (Proposition 4.7) that is, under suitable genericity hypotheses, we can do our
calculations on a single space which represents the intersection of all but the last spaces defined
by our collection and use the last module associated with the collection restricted to this space
for our computations. We also prove a genericity result (Proposition 4.10) which shows that
by deforming just the last collection of differential forms, we can ensure the set of collections is
generic in an appropriate sense.

We begin Section 5 by recalling a result of Ebeling and Gusein-Zade (Proposition 5.1) relating
Chern numbers and special points. In Proposition 5.4 we describe in integral closure terms what
it means for x ∈ X not to be a special point for a collection of forms. After gearing up to apply
the multiplicity polar theorem.

In Section 6 we show, in Theorem 6.1, that deforming our last collection allows us to split the
contribution of the Chern number from an isolated special point into the multiplicity of a pair
of modules and the intersection number of the new collection. Using this as the inductive step,
we can write the contribution to the Chern number as a sum of multiplicities of pairs (Corollary
6.2).

We next show that if X is an ICIS, then our formula agrees with that of Ebeling and Gusein-
Zade (Corollary 6.3 and the discussion afterwards.)

We close by indicating how our results can be generalized to the case of a bundle Ek defined
on a Zariski open, everywhere-dense subset U of an analytic space X, Ek a sub-bundle with
k-dimensional fiber of a bundle, F l, where F l is defined everywhere.

The authors thank Steven Kleiman for helpful conversations on the connection between their
work and the intersection multiplicity of Serre.
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2. Integral closure of modules

Let (X,x) be a germ of a complex analytic space, X a small representative of the germ, and
let OX denote the structure sheaf on a complex analytic space X. The study of what it means
for a collection of 1-forms to have a special point on a singular space depends on the behavior
of limiting tangent hyperplanes. The key tool for studying these limits is the theory of integral
closure of modules, which we now introduce.

Definition 2.1. Suppose (X,x) is the germ of a complex analytic space, M a submodule ofOpX,x.

Then h ∈ OpX,x is in the integral closure of M , denoted M , if for all analytic φ : (C, 0)→ (X,x),

h ◦ φ ∈ (φ∗M)O1. If M is a submodule of N and M = N , we say that M is a reduction of N .

To check the definition, it suffices to check along a finite number of curves whose generic point
is in the Zariski open subset of X along which M has maximal rank. (Cf. [14])

If a module M has finite colength in OpX,x, it is possible to attach a number to the module, its

Buchsbaum-Rim multiplicity, e(M,OpX,x). We can also define the multiplicity e(M,N) of a pair
of modules M ⊂ N , M of finite colength in N , as well, even if N does not have finite colength
in OpX .

We recall how to construct the multiplicity of a pair of modules using the approach of Kleiman
and Thorup [23]. Given a submodule M of a free OXd module F of rank p, we can associate
a subalgebra R(M) of the symmetric OXd algebra on p generators. This is known as the Rees
algebra of M . If (m1, · · · ,mp) is an element of M , then

∑
miTi is the corresponding element

of R(M). Then Projan(R(M)), the projective analytic spectrum of R(M), is the closure of
the projectivised row spaces of M at points where the rank of a matrix of generators of M is
maximal. Denote the projection to Xd by c. If M is a submodule of N or h is a section of
N , then h and M generate ideals on ProjanR(N); denote them by ρ(h) and ρ(M). If we can
express h in terms of a set of generators {ni} of N as

∑
gini, then in the chart in which T1 6= 0,

we can express a generator of ρ(h) by
∑
giTi/T1. Having defined the ideal sheaf ρ(M), we blow

it up.
On the blow up Bρ(M)(ProjanR(N)), we have two tautological bundles. One is the pullback

of the bundle on ProjanR(N). The other comes from ProjanR(M). Denote the corresponding
Chern classes by cM and cN , and denote the exceptional divisor by DM,N . Suppose the generic
rank of N (and hence of M) is g.

Then the multiplicity of a pair of modules M,N is:

e(M,N) =

d+g−2∑
j=0

∫
DM,N · cd+g−2−j

M · cjN .

Kleiman and Thorup show that this multiplicity is well-defined at x ∈ X as long as M = N
on a deleted neighborhood of x. This condition implies that DM,N lies in the fiber over x, hence
is compact. Notice that when N = F and M has finite colength in F then e(M,N) is the
Buchsbaum-Rim multiplicity e(M,OpX,x). There is a fundamental result due to Kleiman and

Thorup, the principle of additivity [23], which states that given a sequence of OX,x-modules
M ⊂ N ⊂ P such that the multiplicity of the pairs is well-defined, then

e(M,P ) = e(M,N) + e(N,P ).

Also if M = N then e(M,N) = 0 and the converse also holds if X is equidimensional. Combining
these two results we get that if M = N then e(M,N) = e(N,P ). These results will be used in
Section 5.

In studying the geometry of singular spaces, it is natural to study pairs of modules. In dealing
with non-isolated singularities, the modules that describe the geometry have non-finite colength,
so their multiplicity is not defined. Instead, it is possible to define a decreasing sequence of mod-
ules, each with finite colength inside its predecessor, when restricted to a suitable complementary
plane. Each pair controls the geometry in a particular codimension.
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We also need the notion of the polar varieties of M . The polar variety of codimension k of
M in X, denoted Γk(M), is constructed by intersecting ProjanR(M) with X ×Hg+k−1 where
Hg+k−1 is a general plane of codimension g + k − 1, then projecting to X.

Setup: We suppose we have families of modules M ⊂ N , M and N submodules of a free
module F of rank p on an equidimensional family of spaces with equidimensional fibers X d+k,
X a family over a smooth base Y k. We assume that the generic rank of M , N is g ≤ p. Let
P (M) denote ProjanR(M), πM the projection to X .

We will be interested in computing, as we move from the special point 0 to a generic point,
the change in the multiplicity of the pair (M,N), denoted ∆(e(M,N)). We will assume that the
integral closures of M and N agree off a set C of dimension k which is finite over Y , and assume
we are working on a sufficiently small neighborhood of the origin, so that every component of
C contains the origin in its closure. Then e(M,N, y) is the sum of the multiplicities of the pair
at all points in the fiber of C over y, and ∆(e(M,N)) is the change in this number from 0 to a
generic value of y. If we have a set S which is finite over Y , then we can project S to Y , and the
degree of the branched cover at 0 is multyS. (Of course, this is just the number of points in the
fiber of S over our generic y.)

Let C(M) denote the locus of points where M is not free, i.e., the points where the rank of
M is less than g, C(ProjanR(M)) its inverse image under πM .

We can now state the Multiplicity Polar Theorem. The proof in the ideal case appears in
[15]; the general proof appears in [16].

Theorem 2.2. (Multiplicity Polar Theorem) Suppose in the above setup we have that M = N
off a set C of dimension k which is finite over Y . Suppose further that

C(ProjanR(M))(0) = C(ProjanR(M(0))),

except possibly at the points which project to 0 ∈ X (0). Then, for y a generic point of Y ,

∆(e(M,N)) = multyΓd(M)−multyΓd(N),

where X (0) is the fiber over 0 of the family X d+k, M(0) is the restriction of the module M to
X (0), and C(ProjanR(M))(0) is the fiber of C(ProjanR(M)) over 0.

Now, we show how this machinery can be applied to a module intersection problem. Suppose
we are given modules M1 ⊂ F1 and M2 ⊂ F2, Fi free OXd,x modules of rank pi, Mi generated
by ni generators. Suppose C(Mi) is equidimensional, the codimension of C(Mi) is ni − pi + 1,
and the sum of the codimensions is d, C(Mi) equidimensional. If we deform the generators of
Mi, how many points do we expect to see where both modules have less than maximal rank?

We can take this number as the intersection number of the two modules.
As further justification, we relate this number to an intersection number at x. Let M(p, q),

p ≤ q, be the space of p × q matrices with complex entries and let Dp,q be the subspace of
M(p, q) consisting of matrices of rank less than p. The subset Dp,q is an irreducible subvariety
of M(p, q) of codimension q − p+ 1.

Fix a matrix of generators [Mi] of Mi.
Then each matrix [Mi] defines a section ΓMi

of Cn ×M(pi, ni) in the obvious way; the pair
defines a section ΓM1,M2 of Cn ×M(p1, n1)×M(p2, n2). We will assume that

X ×Dp1,n1 ×Dp2,n2 ∩ Im(ΓM1,M2)

is isolated and lies over x. The intersection number of X ×Dp1,n1 ×Dp2,n2 and Im(ΓM1,M2) at
(x,ΓM1,M2(x)) is the number we want to calculate. In this paper we will abbreviate “Zariski
open set” by “Z-open set”.

Theorem 2.3. Suppose each of the sections ΓMi is transverse to Xd × Dpi,qi on a Z-open
set Ui such that Ui ∩ C(Mi) is Z-open and dense in C(Mi). Then the intersection number of
X ×Dp1,n1

×Dp2,n2
and Im(ΓM1,M2

) at (x,ΓM1,M2
(x)) is e(M1,OC(M2),x) = e(M2,OC(M1),x).
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Proof. X may be singular, so we assume X is stratified with the canonical Whitney stratification
[29]. Then the transversality of ΓMi

means transversality to each Sj×Dpi,qi , Sj a stratum. This
ensures that the generic point of each component of C(Mi) is a smooth point of X. It also
ensures that the codimension of OC(Mi),x is ni−pi+ 1. Since X×Dp1,n1

×Dp2,n2
∩ Im(ΓM1,M2

)
is isolated and lies over x, the sum of the codimensions of the C(Mi) is d.

Let us show that, at (x,ΓM1,M2
(x)), the intersection number of X × Dp1,n1

× Dp2,n2
and

Im(ΓM1,M2
) is e(M1,OC(M2),x). The proof of the other half of the inequality is parallel.

Note that the number of generators of M1 as a OC(M2),x module is

n1 = (n1 − p1 + 1) + p1 − 1 = d− (n2 − p2 + 1) + p1 − 1 = dimC(M2) + p1 − 1.

Then, by Theorem 1.2 of [18], we can find a perturbation of [M1] by a matrix of generic

constants such that the section induced by the new matrix, [M̃1], of C(M2) × M(p1, n1) is

transverse to C(M2)×Dp,q, and the finite number of points at which [M̃1] has less than maximal
rank occur at smooth points of C(M2) and there are e(M1,OC(M2),x) of them. In particular, x
is no longer a point where both sections have less than maximal rank. (It is not hard to see from
the proof of Theorem 2.2 that in fact these lie in the Z-open dense subset of C(M2) on which the
section ΓM2

is transverse to X ×Dp2,n2
.) The transversality conditions on ΓM2

and Γ
M̃1

imply

that the section Γ
M̃1,M2

is transverse to X×Dp1,n1
×Dp2,n2

at all points of intersection. The total

number of such points counted with multiplicity is the intersection number of X×Dp1,n1
×Dp2,n2

and Im(ΓM1,M2) at (x,ΓM1,M2(x)); the transversality statement implies each point occurs with
multiplicity 1.

�

Corollary 2.4. Suppose OX,x is Cohen-Macaulay, then the intersection number of X×Dp1,n1
×

Dp2,n2
and Im(ΓM1,M2

) at (x,ΓM1,M2
(x)) is the colength of the ideal generated by the maximal

minors of [Mi], i = 1, 2.

Proof. Since OX,x is Cohen-Macaulay and the structure on OC(M2),x given by the minors of [M2]
is generically reduced, it is reduced and OC(M2),x is Cohen-Macaulay. Then e(M1,OC(M2),x) is
the colength of the ideal of minors of [M1] in OC(M2),x which gives the result. �

Looking at the proof of the above theorem, in applying the technique of the proof to geometric
problems, we see that we need a description of the desired quantity as an intersection number,
and a theorem about the transversality of a deformation of [M1] by a matrix of generic constants.

If ξ1 and ξ2 are vector bundles, we may wish to calculate geometric invariants related to
sections of the bundles. If the desired invariant is supported at a point, then locally the sets of
sections of our vector bundles are free modules, and we can look at the submodules generated
by the given sets of sections. Then the last theorem can be used to calculate the contribution
to the invariant at a point where the sections fail to be generic.

In the next couple of sections we will look at a more difficult case, one in which the vector
bundle may only be defined on a Z-open subset of X. This will involve modifying X to produce a
new space on which the bundle is defined, then taking into account the fiber of the modification
over x.

Before developing these ideas, we mention the connection between the ideas of this section
and the intersection multiplicity defined by Serre ([28]). Given modules M1 ⊂ F1 and M2 ⊂ F2,
Fi free OXd,x modules of rank pi as above, Serre’s intersection number is the alternating sum of

the lengths of the Tori(F p1/M1, F
p2/M2).

Corollary 2.5. Under the hypotheses of Theorem 2.3, Serre’s intersection number is the same
as e(M1,OC(M2),x) = e(M2,OC(M1),x).

Proof. This holds because under small deformations of the Mi the intersection number does not
change; but then, by a small deformation, we can reduce to the ideal case (i.e., the modules
have rank one less than maximum at common points where they have less than maximal rank).
Then, by Theorem 2.3, the intersection number counts the same points as e(M1,OC(M2),x). �
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For the case where OX,x is Cohen-Macaulay more can be said. The following result extends
some theorems of Buchsbaum and Rim ([5] 2.4 p.207, 4.3 and 4.5 p.223).

Corollary 2.6. Suppose OX,x is Cohen-Macaulay, then the colength of the ideal generated by
the maximal minors of [Mi], i = 1, 2, is the length of F p1/M1 ⊗ F p2/M2.

Proof. We claim that the complex used to compute the Tori is exact, so Serre’s intersection
number is just the length of F p1/M1⊗F p2/M2. To see this, consider the complex for On

p1/M1.
At points where M1 has maximal rank, this complex is exact. Further all the maps have maximal
rank. These assertions follow because On

p1/M1 = 0, and the free resolution of 0 is a trivial
complex (lemma 20.1 p491 [13]). Now tensor with On

p2/M2, and consider the resulting complex.
At points where M2 has maximal rank we are tensoring with 0, so the complex is exact. At
points, different from the origin, where M2 has less than maximal rank, the complex remains
exact, as it is a trivial resolution and the torsion terms are zero as they are independent of the
resolution. So the origin is the only point where the complex is not exact; but by the acyclicity
lemma, (cf [13] p498) the complex must be exact there as well. The Corollary now follows from
the pervious one, because since X is Cohen-Macaulay, and C(M2) has the right dimension, its
ring is Cohen-Macaulay as well, so

e(M1,OC(M2),x)

is just the colength of the ideal generated by the maximal minors of [Mi], i = 1, 2. �

3. Collections of 1-forms

W. Ebeling and S. M. Gusein-Zade studied indices for collections of 1-forms [7, 8], in this
section we will recall some ideas and notation from their papers about these concepts.

If P is a complex analytic manifold of dimension n, then its Euler characteristic χ(P ) is the
characteristic number

〈cn(TP ), [P ]〉 = (−1)n〈cn(T ∗P ), [P ]〉,
where TP is the tangent bundle of the manifold P , T ∗P is the dual bundle, and cn is the
corresponding Chern class and [P ] the fundamental class of P .

The top Chern class of a vector bundle is the first obstruction to the existence of a non-
vanishing section. Other Chern classes are obstructions to the existence of a linearly independent
collection of sections. There, instead of 1-forms on a complex variety, we consider collections of
1-forms. Further, to calculate intersections of Chern Classes and hence Chern numbers, we will
need collections of collections of 1-forms.

Let π : E → P be a complex analytic vector bundle of rank m over a complex analytic
manifold P of dimension n. It is known that the (2(n− k)-dimensional) cycle Poincaré dual to
the characteristic classe ck(E) (k = 1, · · · ,m) is represented by the set of points of the manifold
P where m− k + 1 generic sections of the vector bundle E are linearly dependent.

We continue to use the notation of section two: Let M(p, q), p ≤ q, be the space of p × q
matrices with complex entries and let Dp,q be the subspace of M(p, q) consisting of matrices of
rank less than p. The subset Dp,q is an irreducible subvariety ofM(p, q) of codimension q−p+1.
The complement Wp,q = M(p, q) \Dp,q is the Stiefel manifold of p-frames in Cq . It is known
that the Stiefel manifold Wp,q is 2(q − p)-connected and H2(q−p)+1(Wp,q) ∼= Z.

We now develop the notation necessary to handle collections of collections of forms. For the
rest of the paper, we will refer to these objects simply as collections.

Let k = (k1, · · · , ks) be a sequence of positive integers with
∑s
i=1 ki = k. Consider the space

Mm,k =
∏s
i=1M(m− ki + 1,m) and the subvariety Dm,k =

∏s
i=1Dm−ki+1,m in it. The variety

Dm,k consists of sets {Ai} of (m − ki + 1 ×m) matrices such that rkAi < m − ki + 1 for each
i = 1, · · · , s. Since Dm,k is irreducible of codimension k, its complement Wm,k =Mm,k \Dm,k is
(2k − 2)-connected, H2k−1(Wm,k) ∼= Z, and there is a natural choice of a map from an oriented
manifold of dimension 2k − 1 to the manifold Wm,k.

Let (Xd, 0) ⊂ (Cn, 0) be the germ of a purely n-dimensional reduced complex analytic variety

at the origin. For k = {ki}, i = 1, · · · , s, j = 1, · · · , d− ki + 1, let {ω(i)
j } be a collection of germs
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of 1-forms on (Cn, 0). (Note that {ω(i)
j } for a fixed value of i, is itself a collection of d− ki + 1

1-forms.) Let ε > 0 be small enough so that there is a representative X of the germ (X, 0) and

representatives {ω(i)
j } of the germs of 1-forms inside the ball Bε(0) ⊂ Cn.

The kind of points whose multiplicity we wish to compute is described in the next section.

4. Special Points

Definition 4.1. A point p ∈ X is called a special point of the collection {ω(i)
j } of 1-forms on

the variety X if there exists a sequence pm of points from the non-singular part Xreg of the
variety X such that the sequence TpmXreg of the tangent spaces at the points pm has a limit L

(in G(d, n)) and the restriction of the 1-forms ω
(i)
1 , · · · , ω(i)

d−ki+1 to the subspace L ⊂ TpCn are

linearly dependent for each i = 1, · · · , s. The collection {ω(i)
j } of 1-forms has an isolated special

point on (X, 0) if it has no special point on X in a punctured neighborhood of the origin.

Notice that we require each element in the collection to be linearly dependent when restricted
to the same limit plane. Notice also, that if an element of the collection has less than maximal
rank at a point, then it is linearly dependent on all planes passing through the point.

The framework of this section is a variation on the setting used in [7]. In developing the
properties of special points, it is helpful to work on two levels, one of which is based on the Nash
modification. The Nash modification comes into play because the tangent bundle of X is not
defined at singular points of X. However the Nash bundle is an extension of the tangent bundle
on the modified space. We begin to describe this setting.

Let {ω(i)
j } be a collection of germs of 1-forms on (X, 0) with an isolated special point at the

origin. Let ν : X̃ → X be the Nash transformation of the variety X, and T̃ the Nash bundle.

The collection of 1-forms {ω(i)
j } gives rise to a section Γ(ω) of the bundle

T̃ =

s⊕
i=1

n−ki+1⊕
j=1

T̃ ∗i,j

where T̃ ∗i,j are copies of the dual Nash bundle T̃ ∗ over the Nash transform X̃ numbered by indices
i and j.

Let D ⊂ T̃ be the set of pairs (x, {α(i)
j }) where x ∈ X̃ and the collection {α(i)

j } is such that

α
(i)
1 , · · · , α(i)

n−ki+1 are linearly dependent for each i = 1, · · · , s.

Definition 4.2. The local Chern obstruction, ChX,0{ω(i)
j }, of the collections of germs of 1-forms

{ω(i)
j } on (X, 0), at the origin, is the obstruction to extend the section Γ(ω) of the fibre bundle

T̃ \D→ X̃ from the preimage of a neighbourhood of the sphere Sε = ∂Bε to X̃, more precisely
its value, as an element of the cohomology group H2n(ν−1(X ∩ Bε), ν−1(X ∩ Sε),Z), on the
fundamental class of the pair (ν−1(X ∩Bε), ν−1(X ∩ Sε)).

In the case of a single 1-form, if this is radial, then we are exactly in the setting envisaged
by MacPherson to define the local Euler obstruction [24], and otherwise this is essentially the
“defect” introduced in [3]. The computation of the local Chern obstruction will be revisited in
section 5.

The other setting for the study of special points is closer to X, and we describe it next. This
setting will allow us to describe the number of special points as an intersection number.

Let Xd ⊂ Cn, Lk be the set of collections of 1-forms respecting the partition of k as above
(k = k1 + k2 + · · · + ks), DkX ⊂ Cn × Lk be the closure of the set of pairs (x, {lij}) such that

x ∈ Xreg and the restriction of the linear functions li1, · · · , lin−ki+1 to TxXreg ⊂ CN are linearly
dependent for each i = 1, · · · , s.

Notice that the fiber of DkiX over a regular point x of X can be identified with the elements
of M(d − ki + 1, n) which have less than maximal rank when restricted to TxX. Since TxX is
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defined by n − d equations, the fiber of DkiX is itself a fibration over the singular matrices in

M(d − ki + 1, d), hence the restriction of DkiX to the regular points of X has a stratification by
rank of the collection restricted to TXx, x ∈ Xreg.

The collection of 1-forms {ω(i)
j } defines a section Γω of Cn×Lk; we will assume in our results

that the image of the projection πX(DkX ∩ Im(Γω)) is isolated. Note that this implies that the
intersection of Im(Γω) and DkX is isolated as well, since πX |Im(Γω) is 1−1. We will further assume

that the sets Im(Γω) and DkX have complementary dimension viewed as subsets of Cn×Lk. Thus,
their intersection number is well-defined.

We are interested in computing this intersection number.
As we will see, this amounts to computing the intersection number of a collection of sets defined

by modules. The viewpoint of this paper is to compute this intersection number by successively
restricting to the intersection of k − 1 elements of the collection. There is a technical condition
which describes the way a “good” collection of these sets meet, given in Definition 4.5, which
needs some preparation.

Definition 4.3. Given a pair (x, P ), x ∈ X, P in G(d, n), the pair is degenerate for the collection
{ωj}, 1 ≤ j ≤ d− k+ 1, at x, if {ωj}|P is linearly dependent at x. Denote the set of degenerate
pairs for {ω} by B(ω).

Proposition 4.4. Suppose the collection {ω} is linearly independent at the origin. Then B(ω)
has codimension k in X ×G(d, n).

Proof. We can cover G(d, n) with open sets as follows: pick a coordinate plane P of dimension
d and a plane of complementary dimension using the complementary coordinates, which we
denote by P̂ . Clearly, the complementary plane intersects P only at the origin. Consider all
planes which are the graphs of a linear map from P to P̂ . The equations of these graphs give a
unique set of equations describing the plane, and thus associate a matrix of size (n− d× n) to
each plane.

These planes are just the planes that intersect P̂ at the origin, and thus are a Zariski open
subset of G(d, n).

Suppose U is such an open set, then construct the map from U × Hom(n, d − k + 1) to
Hom(n, n−k+1) by combining the 2 matrices - the element of Hom(n, d−k+1) and the matrix
of equations describing points of U .

This matrix has size (n− k + 1× n) and as a map from

U ×Hom(n, d− k + 1)→ Hom(n, n− k + 1)

is transverse to the rank stratification. So the codimension of the set of pairs which give matrices
of less than maximal rank is (n)− (n− k + 1) + 1 = k.

Working globally, it is clear that the set of degenerate pairs is a fibration over the set of
elements of Hom(n, d − k + 1) of maximal rank. So fixing ω we get that the set of degenerate
planes has codimension k. (Also fixing a plane P , the set of L ∈ Hom(n, d − k + 1) for which
the plane is degenerate also has codimension k.) �

If we have a collection of forms {ω(i)
j } with

∑s
i=1 ki = k, every element of which is linearly

independent at the origin, then B(ω) denotes the planes which are degenerate for every element
of the collection. It has codimension less than or equal to k.

Definition 4.5. Given Xd, 0 ⊂ Cn, 0 with 0 ∈ S(X) and a collection {ω(i)
j }with

∑s
i=1 ki = k,

k ≤ d such that each element of the collection is linearly independent at 0, we say that the

collection is proper for Xd if dim(X̃(S(X))∩B(ω)) ≤ d−k−1 where X̃(S(X)) is the restriction of
the Nash modification of X to S(X), the singular set of X. If this condition holds for a collection
of forms linearly independent at 0, with the exception of components of the intersection over the
origin, we say the collection is proper on a deleted neighborhood of the origin.

If X is smooth at 0, then we ask dim(X̃(0) ∩ B(ω)) ≤ d− k − 1.
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Remark 4.6. The dimension X̃(S(X)) is at most d − 1; if there is a component of dimension
d− 1, the condition just asks that the component meets B(ω) properly. Since the dimension of

all components of X̃ ∩ B(ω) is at least d − k, the properness condition implies that a point of

X̃(S(X)) ∩ B(ω) is in the closure of points of the intersection lying over smooth points of X.

Note also that if k = d, and the collection is proper, then X̃(S(X)) ∩ B(ω) is empty.

For the geometric description we need of special points, it is necessary to lift our constructions
to the level of the Nash modification.

On X̃ × Lk we can consider triples (x, P, L) where P is a degenerate plane for L. Call the

space of triples Dk. It is clearly a fibration over X̃.
Thinking of Cn × G(d, n) × Lk as a trivial fibration over Cn × G(d, n), we have the section

induced by ω which we denote by Γω,G. Note that, if we restrict Γω,G to X̃, then

Γ−1
ω,G(Dk) = B(ω) ∩ X̃.

Now, the image of Γω,G has dimension n+d(n−d), while Dk has codimension (n−d)+d(n−d)+k
so the expected dimension of the intersection is d− k. Denote the projection of the intersection
to X by S(ω). We can make k a multi-index and make similar constructions; we get the expected

dimension of S(ω
(i)
j ) is d− (k1 + · · ·+ ks).

Suppose {ω(i)
j } is a collection of 1 forms such that the

∑
ki = d and 0 is an isolated special

point. Then all of the various S(ω
(i)
j ) using different subcollections must have the correct ex-

pected dimension; for if S(ω
(i)
j ) is too large for one subcollection, the excess dimension will be

passed to the others and 0 will not be isolated.
Denote Dk ∩ Im(Γω,G) by SN (ω).
We will also be interested in the notion of a restricted special point; given a collection of

1-forms ω
(i)
1 , · · · , ω(i)

d−ki+1, 1 ≤ i ≤ s, we say p is a restricted special point of the collection if

it is a special point, and the sequence of points pm are in S(ω
(i)
j ), 1 ≤ i ≤ s − 1. In the next

proposition we will prove that if the collection ω
(i)
j , 1 ≤ i ≤ s− 1, is proper, then every special

point is a restricted special point.

4.1. Setup. Here we describe our assumption about the collections.

Let Xd, 0 ⊂ Cn, 0 and {ω(i)
j }, a collection of 1-forms with 1 ≤ i ≤ s, 1 ≤ j ≤ d−ki+ 1, where∑

ki = d.
Assume the collection is arranged so that the first r collections are 1-forms which are linearly

independent at 0. We assume the 1-forms in the remaining collection are all linearly dependent
at the origin. We assume the collection has an isolated singularity at the origin, and that the

generic point of S(ω
(i)
j ), 1 ≤ i ≤ s − 1, is in Xreg. If r = s we also assume that the collection

made up of the first s− 1 elements is proper for X.

Proposition 4.7. If, in the above set-up, 0 is a isolated special point of the collection, there

exists a curve C on S(ω
(i)
j ), 1 ≤ i ≤ s−1, generically in Xreg, such that {ω} is linearly dependent

when restricted to the limiting tangent plane T at the origin, and the origin is the only point on

S(ω
(i)
j ) with this property.

Proof. There are two cases to consider.
Case 1: Assume r < s, assume a special point exists. This is also a special point for the

collection with the first s− 1 elements. Thus S(ω
(i)
j ), 1 ≤ i ≤ s− 1, has positive dimension and

its generic point is in Xreg. For C, use any curve on S(ω
(i)
j ), and let T be the limit tangent

plane, Tt the tangent plane to X at point t on curve C.

Then {ω(i)
j }, 1 ≤ i ≤ s − 1, are linearly dependent on Tt, since our point is in S(ωsj ); hence,

they are linearly dependent on T .



48 TERENCE GAFFNEY AND NIVALDO G. GRULHA JR.

Since {ω(s)
j } is linearly dependent at zero, they are linearly dependent on T also.

Clearly, any point for which such a curve exists is a special point, so the origin is the only
such point.

Case 2: r = s. Assume we have a special point then S(ω
(i)
j ), i ≤ s−1, has positive dimension

with generic point in Xreg. Denote the limit tangent plane on which all of our collections restrict
to be linearly dependent by T .

By the properness assumption, no component of SN (ω), i ≤ s − 1, can lie over S(X); for
every component of SN (ω) must have dimension d − k, k =

∑
ki, 1 ≤ i ≤ s − 1, while by the

properness assumption the points over S(X) must have dimension d− 1− k or less.
This implies that there exists a curve ϕ : C, 0→ X, 0 generically in Xreg∩S(ωij) with i ≤ s−1,

such that the limiting tangent plane to X along φ is T .

Now all the members of our collection are linearly dependent on T including {ω(s)
j }. �

The previous proposition explains why we are interested in collections which are proper. The
properness condition means that if we have a special point, then it is a restricted special point
as we can realize the limiting plane on which the collection is dependent as a limit of tangents to

X along a curve in some S(ω
(i)
j ). This is the key to our ability to study the intersection number

of Im(Γω) and DkX by restricting to S(ω
(i)
j ).

There is a converse to the proposition which requires a stronger genericity condition.

Proposition 4.8. Suppose in the setup of this section, the collection made up of the first s− 1
elements is proper for X, if the elements of the collection are linearly independent at the origin. If
they are not linearly independent, assume they are proper for X on a deleted neighborhood of the

origin. Suppose the origin is the only point where there exists a curve C on S(ω
(i)
j ), 1 ≤ i ≤ s−1,

generically in Xreg, such that {ω} is linearly dependent when restricted to the limiting tangent
plane T at the origin. Then the origin is an isolated special point of the collection.

Proof. Clearly the origin is a special point. If it were non-isolated, then we could apply the
previous proposition to find curves detecting the nearby special points as well. �

These two propositions show that when studying the behavior of special points, with the right

genericity requirements, we can restrict from X to S(ω
(i)
j ), 1 ≤ i ≤ s − 1, and having done so

consider only the last element of the collection.
The next proposition serves as a “moving lemma”.
This proposition and its corollary, together with the multiplicity polar theorem, will show

that the invariant of the next section computes the intersection number of Im(Γω) and DkX . The
argument we give is adapted from that appearing in [18], Theorem 1.2, p. 187.

To prove our proposition we want to consider the map:

Θ : DksX |S(ω(i))i≤s−1
×M(d− ks + 1, n)→M(d− ks + 1, n)

given by

Θ((x, L),M) = L− (ω(x) +M).

If we resolve the singularities of the set DksX |S(ω), then the composition Θ◦πDks
X

is a submersion

because of the contribution from the M term.
In resolving these singularities there may be multiple components. For example, for X2 a

surface in C3 with an isolated singularity at the origin, then if s = 2 and ω consists of two forms
then Dk2X |S(ω) has (0,M(2, 3)) as a component. This follows because the polar curve of X2 is
non-empty, which implies that the generic element of M(2, 3) has less than maximal rank on a

curve on X2, hence lies in Dk2X along that curve. However, there will be a unique component
for each component of S(ω) which surjects onto that component. Denote the components of

DksX |S(ω) which surject onto S(ω) by DksS(ω). The fiber of these components over the origin are

those collections of forms which are the limits of forms degenerate along a curve in S(ω).
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Let C denote Θ−1(0) ∩ (DksS(ω) ×M(d − ks + 1, n)) and consider the projection p from C to

M(d− ks + 1, n).
Now

dimC = dimS(ω(i))i≤s−1 + dim(generic fiber of Dks) = ks + [(d− ks + 1)(n)− ks].

By hypothesis, we have an isolated singularity at 0, so the dimension of S(ω(i))i≤s must be

0. This implies the dimension of S(ω(i))i≤s−1 is ks, the minimum possible, because otherwise,

adding another form to the collection will not lower the dimension of S(ω(i))i≤s to 0.
The expression in [ ] above holds because the codimension of Dks in M(, ) is just

−[(d− ks + 1) + (n− d)] + n+ 1 = ks,

so the map C → M(d − ks + 1, n) is a map between equidimensional spaces. Assuming that
0 ∈ X is an isolated special point of the collection, the fiber over 0 of p is a single point ω(0).

Earlier in this section, we began to look at the intersection number of Im(Γω) and DkX .

Restricting to S(ω(i))i≤s−1, we can also look at the intersection number of Im(Γω(s)) and DksS(ω).

Our moving lemma will be used to calculate this piece of the intersection number of Im(Γω) and
DkX .

Definition 4.9. A special point of a collection {ω(i)
j } of germs of 1-forms on X is non-degenerate,

if the section Γ
ω

(i)
j
, 1 ≤ i ≤ s, meets DkX transversally at the point.

We can now state our proposition.

Proposition 4.10. Given a collection as in the set up of this section, assume that the section
Γ
ω

(i)
j

, 1 ≤ i ≤ s− 1, meets DkX transversely on a Z-open subset of S(ω(i))i≤s−1. Then for generic

M , the collection {ω(s) + tM} meets DksS(ω) transversely at all points close to the origin for t

sufficiently small, t 6= 0. The number of such points is just the degree of the projection from C to
M(d−ks+1, n) over the origin in M(d−ks+1, n). Further, each such point is a non-degenerate

point of the collection {ω(i)
j }, 1 ≤ i ≤ s.

Proof. Pick M in the complement of the ∆(p), the discriminant of the projection from C to
M(d− ks + 1, n), such that the line between 0 and M does not intersect these sets close to 0.

Over the points of this line close to 0, the number of points is the degree of p and p is a
submersion at each point. This implies that the map obtained by fixing the M term in Θ is a
submersion also. Note that the dimension of the source and target of this map are the same,
hence the map is in fact a diffeomorphism.

We are interested in exploring the consequences of this fact.
Let us first consider the case where at the points on the fiber of p over tM , t small, x is in

the regular part of S(ω(i))i≤s−1, and the element in Dks has rank one less than maximal when
restricted to TXx. Then the resolution of Dks |S(ω) is an equivalence at such points because

Dks |S(ω) is smooth there, so we can work on the tangent space of Dks |S(ω). At each point this

splits into a direct sum–the part along S(ω(i))i≤s−1, and the part along the fiber. There is a
similar decomposition of the tangent space of the target–the part which can be identified with
the fiber in the source, and the normal space to this. The differential is the identity on the
tangent space to the fiber, so since the differential is surjective, the restriction of the differential
to the tangent space to S(ω(i))i≤s−1 must surject onto the normal space to the fiber. In turn
this implies that the section induced from ω + tM meets Dk transversely. In fact, since for
transversality we just need the tangent vectors to S(ω(i))i≤s−1, and the other elements of the

collection intersect DkX transversely, the collection {(ω(i))i≤s−1, ω
s+tM} meets DkX transversely.

In the general case, note that the assumptions we made above coincide with the resolution
being an equivalence. If the resolution is not an equivalence, then some tangent vectors on the
resolution will be in the kernel of the differential of the projection, hence the differential will not
be surjective, contradicting our choice of M . So we only need to consider the above special case.
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�

Remark 4.11. If {ω(i)}, 1 ≤ i ≤ r, is the maximal subset of our collections which meet properly
at the origin, then we can choose M so that {ω(i), ωs + tM}, 1 ≤ i ≤ r, also meet properly at
the origin for t 6= 0. This will be implicit in our application of our moving lemma.

Denote the collection obtained by moving our last element by ω̃. From the last propostion
we have:

Corollary 4.12. In the set-up of last proposition we have

Im(Γω) · DkX = Γ(ωs) · Dks |S(ω(i))i≤s−1
+ Im(Γω̃) · DkX .

Proof. The effect of moving {ω(s)} is to split off points from the intersection Im(Γω) · DkX . The
first intersection number on the right is the degree of the projection from C to M(d− ks + 1, n),
and this is the number of points split off from the intersection number on the left hand side of
the equation. Moving {ω(s)} ensures that the intersection Γ(ωs + tM) · Dks |S(ω(i))i≤s−1

is void

at the origin, i.e., the intersection point at the origin has split into non-degenerate points. The
second term on the right is the remaining points at the origin. �

Corollary 4.13. In the set-up of last proposition, suppose in addition that the collection {ω(i)},
1 ≤ i ≤ s− 1, is proper. Then

Im(Γω) · DkX = Γ(ωs) · Dks |S(ω(i))i≤s−1
.

Proof. Since the collection {ω(i), ω̃(s)} , 1 ≤ i ≤ s − 1, is proper, the intersection of Γ{ω(i),ω̃(s)}
and DkX is empty.

�

Remark 4.14. If Xn−1 is a hypersurface and ωi a collection of forms with (n − 1) − k + 1

elements, which are linearly independent at the origin, then it is easy to check if X̃(0) ∩ B(ω)
has dimension (n− 1)− k − 1.

Suppose dim X̃(0) ∩ B(ω) ≥ (n − 1) − k. To each point in B(ω) there corresponds a unique
point in Proj(ω), the projectivized row space of ωi.

Note that points of Proj(ω) corresponding to points of X̃(0) ∩ B(ω) are limiting tangent
hyperplanes to X at the origin, so the set of points of Proj(ω) which are limiting tangent
hyperplanes has dimension ≥ (n − 1) − k = dimProj(ω) so every point is a limiting tangent
hyperplane.

This is true if and only if JM(f,
∑
αiωi) fails to be a reduction of JM(f) ⊕ OX for all αi.

This can be checked using curves.

Remark 4.15. We continue with the hypersurface isolated singularity case.
Suppose j + 1 collections {ωi} 1 ≤ i ≤ j + 1 are in general position i.e., all are linearly

independent at 0 and dim ∩ Proj({ωi}) is (n − 1) −
∑
i ki. Suppose the properness condition

holds for the first j elements but fails for the collection. A dimension count shows that a whole
component of ∩Proj{ωi} must lie in the fiber of the Nash modification over the origin. Again
this is easy to check.

5. Computing Chern Numbers

In this section,we will begin to connect the machinery of section 2 to the computation of
Chern numbers of a collection of forms, preparing for the next section which contains our main
results.

Ebeling and Gusein-Zade proved this next proposition.

Proposition 5.1. [7] Let X be a representative of the germ of a complex analytic space, then

the local Chern obstruction ChX,0{ω(i)
j } of a collection {ω(i)

j } of germs of holomorphic 1-forms
is equal to the number of special points on X of a generic deformation of the collection.
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If X is defined by F : Cn → Cp, then the Jacobian module of X denoted JM(X), is the
submodule of OpX generated by the partial derivatives of F. Given a collection of 1-forms with r
elements defined on X, form the p+ r by n matrix D(F, ω) by augmenting the Jacobian matrix
DF at the bottom with the 1-forms from the collection. Call the submodule of the free module

Op+rX , generated by the columns of

(
D(F )
ω

)
, the augmented Jacobian module and denote it

by JM(X,ω).
Note that this construction works in general. Given a submodule M of a free module F , one

can select a matrix of generators, and augment the matrix using linear forms. The points at
which the new matrix has less than maximal rank is independent of the choice of generators of
M as the row space does not change.

In the next lemma, we begin to relate the theory of integral closure and the infinitesimal
limiting geometry of our sets of forms.

Lemma 5.2. Let X be a representative of the germ of a complex analytic space, and let

L = {l1, l2, · · · , ls}
be a collection of linear forms. Consider the hyperplanes defined by the forms

∑
aili. None of

these hyperplanes is a limiting tangent hyperplane to X, 0 at the origin if and only if

JM(X)p = JM(X),

where p is a submersion whose kernel is the intersection of the kernels of l1, · · · , ls.
(Here JM(X)p is the submodule of JM(X) generated by ∂

∂vi
f where the vi span the kernel of p.)

Proof. Let us prove this result in the special case when p is a linear projection on the last s
variables.

If JM(X)p is a reduction of JM(X), then so is JM(X)h, because ker(h) ⊃ ker(p), where
h =

∑
aili. Hence, the hyperplane defined by h is not a limiting tangent hyperplane.

Let us prove now that, if JM(X)h = JM(X) for all h, then JM(X)p = JM(X).
Let K = ker(p), we will show JM(X)p ⊂ OkX is a reduction of JM(X) ⊂ OkX if every

hyperplane that contains K is not a limiting tangent hyperplane.
Suppose JM(X)p is not a reduction. This implies that there exist a map φ : (C, 0) → (X, 0)

and a non-zero l : Cn → C, such that if N is the matrix of generators of JM(X)p and M is the
matrix of generators of JM(X), then the ideal < η1(t), · · · , ηn(t) > generated by the components
of (l·N)◦ϕ(t) has larger order than the ideal < m1(t), · · · ,mn(t) > generated by the components
of l ·M ◦ ϕ. Denote the order of l ·M ◦ ϕ by k. Then

lim 1/tk < m1(t), · · · ,mn(t) >

defines a limiting tangent hyperplane. Since m1 = η1, · · · ,mp = ηp, and the order of these terms
is greater than k, it follows that T is a limiting tangent hyperplane which contains the kernel of
p.

�

Given a collection of linear forms L = {l1, l2, · · · , ls}, we let JM(X,L) denote the module
whose matrix of generators is gotten by adding as rows {l1, l2, · · · , ls} to the jacobian matrix
of a set of generators of I(X). In a similar way, let (M,L) denote the module whose matrix of
generators is gotten by adding as rows the {l1, l2, · · · , ls} to a matrix of generators of M .

Proposition 5.3. Let L = {l1, l2, · · · , ls} be a collection of linear 1-forms linearly independent
at the origin. Consider the hyperplanes defined by the forms

∑
aili. None of these hyperplanes

is a limiting tangent hyperplane to X, 0 at the origin if and only if JM(X,L) = JM(X)⊕OsX .

Proof. It suffices to show that JM(X,L) is a reduction of JM(X) ⊕ OsX if and only if JM(X)p
is a reduction of JM(X). Suppose JM(X,L) is a reduction of JM(X) ⊕ OsX , then JM(X,L)

contains JM(X)⊕ 0. Restricting to curves, this implies JM(X)p contains JM(X).
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Suppose JM(X)p is a reduction of JM(X). Then JM(X,L) contains JM(X) ⊕ 0. Let {vi}

be a collection of vectors such that li(vj) = δi,j , then JM(X,L) contains

(
D(F )(vi)
L(vi)

)
and

JM(X)⊕ 0, so it contains JM(X)⊕OsX �

The previous two propositions can be easily generalized using the same proof. Given M a
submodule of a free module F , ProjanR(M) has a canonical projection to X which is a fibration
over the Z-open subset UM of X on which M has maximal rank. The fiber of this map consists
of hyperplanes. Call the planes in the fibers over UM , M -planes. The planes in the fibers over
C(M) then, are limiting M -planes. Then the analogues of the previous two results are:

Proposition 5.4. Let X be a representative of the germ of a complex analytic space, and let
L = {l1, l2, · · · , ls} be a collection of linear forms linearly independent at the origin. Consider
the hyperplanes defined by the forms

∑
aili. Then the following statements are equivalent:

1) None of these hyperplanes is a limiting M -hyperplane to X, 0 at the origin.

2) If p is a submersion whose kernel is the intersection of the kernels of l1, · · · , ls then

Mp = M.

3) There is an equality of modules:

(M,L) = M ⊕OsX .

Let {ω(i)
j } be a collection of 1-forms on the variety X, for simplicity we will denote S(ω

(i)
j )

with 1 ≤ i ≤ s− 1 by C. (Recall C is the set of points where all of the elements of the collection

{ω(i)
j } with 1 ≤ i ≤ s−1 are singular.) In the next proposition we are interested in characterizing

those collections for which the origin is not a special point or restricted special point.

Proposition 5.5. Let (X, 0) be the germ of an equidimensional reduced analytic variety, X a

representative of the germ and {ω(i)
j } a collection of 1-forms; assume the generic point of each

component of C lies in Xreg. Assume also the last collection {ω(s)
j } is linearly independent at 0.

The origin is not a restricted special point of the collection {ω(i)
j } if and only if JM(X,ω(s))|C is

a reduction of JM(X)|C ⊕Od−ks+1
C .

If all of the collections are linearly independent at the origin, and we assume the first s − 1

elements are proper, then the origin is not a special point of the collection {ω(i)
j } if and only if

JM(X,ω(s))|C is a reduction of JM(X)|C ⊕Od−ks+1
C .

Proof. Let L = {l1, l2, · · · , ld−ks+1} be a collection of linear 1-forms such that ωsi (0) = li. As in
Lemma 3.3 of [17], using the integral form of Nakayama’s lemma we have that JM(X,ω(s))|C is a

reduction of JM(X)|C⊕Od−ks+1
C if and only if JM(X,L)|C is a reduction of JM(X)|C⊕Od−ks+1

C .
So we can work with L.

Now we apply the previous proposition, where M = JM(X) restricted to C. Then the limiting
M -hyperplanes are just the tangent hyperplanes to X as the generic point of each component
of C is in Xreg. If some combination of the ωsi (0) = li is a limiting tangent hyperplane to X,
then that combination is zero when restricted to the limiting tangent plane, and the collection
is linearly dependent.

If we assume properness, then since every special point is a restricted special point, the result
follows.

�

We will need a refinement of this result for later. The key point in the above argument, is
that JM(X,ω(s))|C is a reduction of JM(X)|C ⊕Od−ks+1

C if and only if none of the hyperplanes

defined by {ω(s)(0)} is a limiting tangent hyperplane to X, 0 at the origin along curves on C.
Given the collection {ω(s)} , we can deform it to {ω(s)(0)} by using the linear deformation. This
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fixes the one jet of the collection. Denote this family of collections by {ω(s)
L }. Denote the family

of sections defined by fixing the first s−1 collections and deforming the last one using the linear
deformation by Γ{ωs−1,L}.

Proposition 5.6. Assume JM(X,ω(s))|C is a reduction of JM(X)|C ⊕ Od−ks+1
C . Then, the

intersection Im(Γ{ωs−1,L}) · DkX is constant in the linear deformation.

Proof. Since JM(X,ω(s))|C is a reduction of JM(X)|C⊕Od−ks+1
C , the same is true for any member

of the family {ω(s)
L }. Suppose for some parameter value t0 that the intersection number changes,

i.e., a point splits off. This gives a curve of points in C, where at each point p, a member of {ω(s)
L }

is degenerate when restricted to some plane which is a point over p in the Nash modification.

This implies that {ω(s)
L }(t0) is degenerate when restricted to some plane which is a point over

0 in the Nash modification. As this plane can be reached through a curve on C, it contradicts

that JM(X,ω
(s)
L (t0))|C is a reduction of JM(X)|C ⊕Od−ks+1

C . �

Definition 5.7. Hd−1(X), by definition, consists of all elements of OpX which are in the integral
closure of JM(Xd) except at the origin. A related ideal is Hc−1(X,Cc) where C is a subset of
X of dimension c. It consists of all elements of OpC which are in the integral closure of JM(X)
restricted to C except at the origin.

In general, Hi(X) consists of all elements of OpX which are in the integral closure of JM(X)
off a set of codimension i + 1. Sometimes we write Hi(JM(X)). The meaning of Hi(X,C

c) is
similar.

Proposition 5.8. Let (X, 0) be the germ of an equidimensional reduced analytic variety, X a

representative of the germ and {ω(i)
j } a collection of 1-forms; assume the generic point of each

component of C lies in Xreg. Assume also the last collection {ω(s)
j } is linearly independent at 0.

The origin is at most an isolated restricted special point of the collection if and only if JM(X,L)|C
is a reduction of Hc−1(X, C)|C ⊕Od−ks+1

C except possibly at x.
If in addition, the first s − 1 collections are proper on a deleted neighborhood of the origin,

then the origin is at most an isolated special point.

Proof. Suppose the origin is an isolated restricted special point. Let U be a neighborhood of
0 in X such that x is the only restricted special point. Then by proposition 4.7, Γω(s) misses
T ∗(X)|C on U \ {0}.

Then JM(X,L)|C is a reduction of JM(X)|C ⊕ Od−ks+1
C at all x ∈ U , x 6= 0 by the previous

proposition.
Hence by definition it is a reduction of Hc−1(X, C)|C ⊕Od−ks+1

C except possibly at x.
On the other hand assume the reduction criterion holds at each point of U − 0. This im-

plies JM(X,L)|C is a reduction of JM(X)|C ⊕ Od−ks+1
C as this last module is a submodule of

Hc−1(X, C)|C ⊕ Od−ks+1
C . This implies that there are no restricted special points on U except

possibly the origin.
If in addition, the first s − 1 collections are proper on a deleted neighborhood of the origin,

then the lack of restricted special points on U − 0 is equivalent to a lack of special points.
�

The last proposition leaves open the question as to whether the origin is a restricted special
point if the reduction criterion holds. The next proposition settles this point.

Proposition 5.9. Suppose the origin is at most an isolated restricted special point. Then

e(JM(X,ω(s))|C , JM(X)|C ⊕Od−ks+1
C , 0)

= e(JM(X,ω(s))|C , Hc−1(X, C)⊕Od−ks+1
C , 0)

−e(JM(X,L)|C , Hc−1(X, C)⊕Od−ks+1
C , 0)

where L is a collection of linear 1-forms such that 0 is not a restricted special point for it.
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The origin is not a restricted special point if and only if

e(JM(X,ω(s))|C , Hc−1(X, C)⊕Od−ks+1
C , 0)

= e(JM(X,L)|C , Hc−1(X, C)⊕Od−ks+1
C , 0)

where L is a collection of linear 1-forms such that 0 is not a restricted special point for it.

Proof. Since the origin is at most an isolated restricted special point all three multiplicities are
well-defined. Then, the proof is based on a fundamental result due to Kleiman and Thorup,
the principle of additivity [23]. Given a sequence of OX modules A ⊂ B ⊂ C such that the
multiplicity of the pairs is well-defined, then

e(A,C) = e(A,B) + e(B,C).

The result follows by setting A = JM(X,ω(s))|C , B = JM(X)|C ⊕Od−ks+1
C , and

C = Hd−1(X, C)⊕Od−ks+1
C .

Using the fact that 0 is not a restricted special point for L we have that the multiplicity of
(JM(X,L)|C , Hd−1(X)|C ⊕Od−ks+1

C ) and (JM(X)|C ⊕Od−ks+1
C , Hd−1(X)|C ⊕Od−ks+1

C ) are the
same.

The origin is not a restricted special point by 5.5 if and only if JM(X,ω(s))|C is a reduction

of JM(X)|C ⊕Od−ks+1
C . The reduction statement holds at 0 if and only if

e(JM(X,ω(s))|C , Hc−1(X, C)⊕Od−ks+1
C , 0) = 0,

which is true if and only if

e(JM(X,ω(s))|C , Hc−1(X, C)⊕Od−ks+1
C , 0) = e(JM(X,L)|C , Hc−1(X, C)⊕Od−ks+1

C , 0),

where L is a collection of linear 1-forms such that 0 is not a restricted special point for it.
�

Our next step to apply the Multiplicity Polar Theorem is to show that the polar curve of
JM(X,ω(s) + tM)|C is empty.

Proposition 5.10. Let Xd, 0 ⊂ Cn, 0 and {ω} a collection of 1-forms {ω(i)
j }, 1 ≤ i ≤ s,

1 ≤ j ≤ d − ki + 1,
∑
ki = d. Assume further the collection has an isolated singularity at the

origin, and that the generic point of S(ω
(i)
j ), 1 ≤ i ≤ s − 1 is in Xreg. Then, the polar curve

of the module JM(X,ω(s) + tM)|C is empty for C = C × C, where M is a collection of generic
linear forms.

Proof. The polar variety of codimension k of M in X denoted Γk(M) is constructed by inter-
secting ProjanR(M) with X ×Hg+k−1 where Hg+k−1 consists of the set of hyperplanes which

contain a general plane of dimension g + k − 1, and g is the generic rank of JM(X,ω(s) + tM),
then projecting to X. Note that if M has n generators, so that ProjanR(M) is contained in
X × Pn−1, and the dimension of ProjanR(M) is greater than or equal to n + 1 then the polar
varieties of M of codimension n or more are empty, because the codimension of a point in Pn−1

is n− 1.
With this observation in mind, the next step is to compute the dimension of

ProjanR(JM(X,ω(s) + tM)|C).

This dimension is the dimension of the base plus the generic rank of

(
D(F )
ω

)
minus 1. Now

the generic rank of the jacobian matrix is n − d, while the generic rank of the jacobian matrix
augmented by the {ωsj} is (n− d) + (d− ks + 1) = n− ks + 1. This follows because the generic
point of C is a smooth point of X hence the jacobian matrix has maximal rank there. Because
0 is an isolated singularity, it follows that the augmented matrix generically has maximal rank.
Thus we have, since g = n− ks + 1,

dim ProjanR(JM(X,ω(s) + tM)|C) = ks + 1 + (n− ks + 1))− 1 = n+ 1.
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Since the dimension of ProjanR(JM(X,ω(s) + tM)|C) is greater than or equal to the number
of generators, there is no polar curve for JM(X,ω(s) + tM).

�

Proposition 5.11. Suppose X is smooth and ω is a 1-form such that ω has a Morse point at
0, then e(JM(X,ω), JM(X)⊕OX , 0) = 1.

Proof. Since X is a smooth manifold, the number of equations of X is n − d, so the matrix of
generators of JM(X,ω) has n−d+1 rows, n columns, and a matrix of generators of JM(X)⊕OX
also has n− d+ 1 rows with the same n− d first rows. We may assume the equations for X are
z1 = · · · = zn−d = 0.

Then the Rees algebra of JM(X) ⊕ OX is OX [S1, . . . , Sn−d, Sn−d+1], while the ideal corre-
sponding to the inclusion of the Rees algebra of JM(X,ω) in that of JM(X)⊕OX is (Si, zjSn−d+1)
where 1 ≤ i ≤ n− d, n− d < j ≤ n. Now in this example, we know that

1 = e(JM(X, f),On−d+1
X ) = e(JM(X, f), JM(X)⊕OX) + e(JM(X)⊕OX ,On−d+1

X ),

while e(JM(X) ⊕ OX ,On−d+1
X ) = 0 since the two modules are the same. This uses the addi-

tivity of the multiplicity, the fact that ω is Morse on X, and the fact that the multiplicity of
e(JM(X,ω),On−d+1

X ) is the colength of its ideal of maximal minors.
Now we want to show that we get the same result even if the number of equations is larger

than n− d. (This happens for example, if we are working at a smooth point of a space which is
singular at the origin.) Suppose our choice of generators for I(X) has p generators, p ≥ n − d.
By a change of coordinates we can assume the equations have the form x1 = · · · = xn−d =
gn−d+1 = · · · = gp = 0, where the matrix of generators of JM(X) must have the last d columns
0. Then the Rees algebra of JM(X) ⊕ OX is the same as before, as is the ideal induced by
JM(X,ω), so the multiplicity of the pair is the same. �

Proposition 5.12. Let {ω(i)
j } be a collection of 1-forms, with 1 ≤ i ≤ s, 1 ≤ j ≤ d − ki + 1,∑

ki = d such that, restricted to Xd, {ω(s)} has a non-degenerate special point at x, x a smooth
point of C and X. Then

e(JM(X,ω(s))|C , JM(X)|C ⊕OCn−ks+1 , x) = 1.

Proof. Let us suppose, that X is a smooth manifold and the number of equations of X is n− d
so that the matrix of generators of JM(X,ω(s)) has n − ks + 1 rows, n columns, and a matrix

of generators of JM(X)⊕Od−ks+1
C also has n− ks + 1 rows with the same n− d first rows. We

may assume the equations for X are x1 = · · · = xn−d = 0. Since we assume C is smooth at x,
and it has dimension ks, assume that the last ks coordinates on X define C. We may assume

that the collection ω(s) has form {dxn−d+i, dh} where 1 ≤ i ≤ d− ks and h =
∑ks
j=1 x

2
n−ks+j .

As in the last Proposition, in this example, we know that

1 = e(JM(X,ω(s))|C ,On−ks+1
C )

= e(JM(X,ω(s)), JM(X)|C ⊕OC) + e(JM(X)|C ⊕Od−ks+1
C ),On−ks+1

C ),

while e(JM(X)|C ⊕Od−ks+1
C ,On−ks+1

C ) = 0 since the two modules are the same. This uses the
additivity of the multiplicity, the fact that ω is non-degenerate on X, and the fact that the
multiplicity of e(JM(X,ω(s)),On−ks+1

X ) is the colength of its ideal of maximal minors, and as in
the last Proposition, the general result follows.

�

6. Main Result

Before giving our main result, it is useful to consider the difference between the case of a
vector bundle well-defined at all points, and a bundle like the tangent bundle to a singular space

which is not well-defined at S(X). In the second case, we get a special point if X̃(0) ∩ B(ω) is
non-empty. If we alter the last collection of forms, then we can make the last collection generic
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on C, but the singular locus of the modified forms may still be non-empty. In this case the
intersection number Im(Γω̃) and DkX may still be non-zero at the origin.

In the first case, the analogue of X̃(0) consists of a single point, so by altering the last
collection of forms we can ensure that the intersection number Im(Γω̃) and DkX is zero at the
origin.

This phenomena is the reason that the formula for the Chern numbers for the Nash bundle
has many terms, while that of a vector bundle on X has only one.

The next theorem is the key step in the proof of our main result. It allows us to fix each of
the collections in turn, until we are left with collections which are linearly independent at the
origin and which are proper. Of course, this last collection has no special points.

Theorem 6.1. Let (Xd, 0) ⊂ (Cn, 0) be the germ of an equidimensional reduced analytic variety,

with representative X, {ω(i)
j }, a collection of 1-forms with 1 ≤ i ≤ s, 1 ≤ j ≤ d−ki+1,

∑
ki = d.

Assume further the collection has an isolated singularity at the origin, and that the generic point

of S(ω
(i)
j ), 1 ≤ i ≤ s− 1, is in Xreg. We have that,

ChX,0{ω(i)
j } = e(JM(X,ω(s))|C , JM(X)|C ⊕Od−ks+1

C , 0) + Im(Γω̃) · DkX .

Proof. Let us consider the family of sets C × C. Let πC denote the projection from C × C to C,
and πt the projection to C. By conservation of number and taking M as in the Proposition 4.10,
Γ(ω(s)) · T ∗(X)|C is just

Γ(ω(s) + tM) · T ∗(X)|C
for t close to 0, and this is just the number of non degenerate special points of

{(ω(s))1≤i≤s−1, ω
(s) + tM}

for t 6= 0, and the intersection number Im(Γω̃) · DkX . (Recall that the collection ω̃ was defined
before Cor 4.12.) To show that the Multiplicity Polar theorem applies, we must also show that

C(Projan(R(JM(X × C, ωt)πt
|C×C)))(0) = C(Projan(R(JM(X,ω)|C))),

except possibly over (0, 0) ∈ C×0. Since N = JM(X)|C×COC×C⊕Od−ks+1
C×C as a family of modules

is independent of t, ProjanR(N) is a product, hence C(ProjanR(N))(0) = C(ProjanR(N(0))).
Now, at any point p of C × 0 close to the origin, there exists a neighborhood U of p such
that on U , JM(X × C, ωt)πt

|C×C = N . This implies that over U , ProjanR(N) is finite over
ProjanR(JM(X × C, ωt)πt |C×C) and, on U ∩ C × 0, ProjanR(N(0)) is finite over

ProjanR(JM(X,ω0)|C).

Now, since ProjanR(JM(X,ω0)|C) ⊂ ProjanR(JM(X × C, ωt)πt
|C×C)(0), the desired equality

follows, for any element of ProjanR(JM(X×C, ωt)πt
|C×C)(0) has a preimage in ProjanR(N)(0)

which is ProjanR(N(0)), and the last set maps to ProjanR((JM(X,ω0)|C)). So, the multiplicity
polar theorem applies. Note, that since ProjanR(N) is a product, N has no polar curve, and by
5.10 we know that JM(X × C, ωt)πt

|C×C) has no polar curve either. Now, by Proposition 4.10

we have, ChX,0(ω
(i)
j ) = Γ(ωs + tM) · T ∗(X)|C .

Then, using the Multiplicity Polar Theorem we have,

ChX,0(ω
(i)
j ) = e(JM(X,ω(s))|C , JM(X)|C ⊕Od−ks+1

C , 0) + Im(Γω̃) · DkX .
�

Suppose the collection is ordered so that the first r collections meet properly and r is the

largest integer for which this is true. Let Ci denote C(ω(1), . . . , ω(i), ω̃(s), . . . , ω̃(i+2)) where

i ≤ s − 1, and ω̃(j) is a collection of generic linear forms so that the collections {ω(i)}, i ≤ r,

{ω̃(j)} meet properly.
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Corollary 6.2. Suppose the collection is ordered so that the first r collections meet properly and
r is the largest integer for which this is true. In the setup of the last Theorem, we have that

ChX,0(ω) =

i=s−1∑
i=r

e(JM(X,ω(i+1))|Ci , JM(X)|Ci ⊕O
d−ki+1+1
Ci , 0)

Proof. We prove the Corollary by applying the previous theorem multiple times. First, to
{ω(s)|Cs−1

}, then to {ω(s−1)|Cs−2
}. Finally, when all but one of our collections meet properly,

applying the theorem to {ω(r+1)|Cr} produces only a single term as the intersection number term
is 0.

�

Let Ci′ denote C(ω̃(s), . . . , ω̃(i+2)). Then, Ci′ is related to the polar varieties of X. For

C(ω̃(i+2)) is the polar variety of codimension k(i+2), so Ci′ is the intersection of the correspond-
ing polar varieties. If X is a hypersurface, then in fact this is the polar variety of codimension∑s
i+2 k(j). The hypersurface case is special because since TXx, x ∈ X0 has codimension 1, the

kernels of all of the ω̃(j) are contained in TXx if x ∈ Ci′ , hence x is in the polar variety defined
by the union of the kernels.

Corollary 6.3. In the set up of the last proposition we have

ChX,0(ω) =

i=s−1∑
i=r

e(JM(X,ω(i+1))|Ci , JM(X)|Ci ⊕O
d−ki+1+1
Ci , 0)

=

i=s−1∑
i=r

e(JM(X,ωi+1)|Ci , Hci−1(X, Ci)⊕Od−ki+1+1
Ci , 0)

−e(JM(X, ω̃i+1)|Ci , Hci−1(X, Ci)⊕Od−ki+1+1
Ci , 0).

Proof. Apply Proposition 5.9 to expand

e(JM(X,ω(i+1))|Ci , JM(X)|Ci ⊕O
d−ki+1+1
C , 0).

�

We want to specialize our results to the case where Xd, 0 ⊂ Cn is an ICIS to compare with
those of [7]. Given a collection of holomorphic forms ω with an isolated singular point at 0,
Ebeling and Gusein-Zade define another notion of index in [7]. In the case X, 0 is an ICIS, the
index amounts to smoothing X as well as making the forms general, then counting the number
of singular points of the new collection on the smoothing. This index is an extension of the
GSV-index [20, 28].

This index can be calculated as follows: suppose ω
(i)
j , 1 ≤ i ≤ s, 1 ≤ j ≤ nki + 1,

∑
ki = d,

augment the jacobian matrix of X for each i with ω
(i)
j , producing s matrices. Form an ideal

in On, using as generators, the generators of I(X), and the maximal minors of the augmented
matrices. Denote the resulting ideal by I

X,ω
(i)
j

. Then the index, denoted indX,0({ω}) is just the

colength of I
X,ω

(i)
j

in On. ([7], Theorem 20.) Using this index they show that

ChX,0(ω
(i)
j ) = indX,0({ω})− indX,0({l})

where l = {l(i)j } is a generic collection of forms. ([7] Cor. 4.)
We will see that this formula can be recovered from the last corollary. If X is an ICIS, and

the Ci have the minimal dimension then the Ci are Cohen-Macaulay, with ideal the ideal of X
and the maximal minors of the augmented matrices. Further, the matrix of generators of JM(X)
has maximal rank except at the origin when restricted to Ci. This implies that Hci−1(X, Ci)|Ci
is free, so e(JM(X,ω(i+1))|Ci , Hci−1(X, Ci) ⊕ Od−ki+1+1

Ci , 0) = e(JM(X,ω(i+1))|Ci). Since OC i is
Cohen-Macaulay, the last multiplicity is just the colength of the ideal formed by the maximal
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minors of the augmented matrices formed from JM(X), the collection of forms used to define Ci
and ω(i+1). It follows that

e(JM(X,ω(i+1))|Ci) = ind({ω(1), . . . , ω(i), ωi+1, ω̃(s), . . . , ω̃(i+2)}).

Now the sum on the right hand side of the last corollary telescopes to

ChX,0(ω
(i)
j ) = indX,0({ω})− ind({ω(1), . . . , ω(r), ω̃(s), . . . , ω̃(r+1)}).

Since the last collection on the right hand side is proper, an argument similar to that of Prop.
5.5 shows that the last term is indX,0({l}).

In the case of surfaces it is not hard to compute with our formula, and we give some examples.
As preparation we give two versions of our formula for the case of surfaces which are not ICIS.

The general case of our theorem becomes:

Corollary 6.4. Let (X, 0) ⊂ (Cn, 0) be the germ of a purely 2 dimensional reduced analytic
variety, with representative X, {ω}, a collection of sets of 1-forms {ω(i)} 1 ≤ i ≤ 2, each with
two elements. Assume further the collection has an isolated singularity at the origin, and that

the generic point of S(ω
(1)
j ) is in Xreg. We have that,

ChX,0{ω(i)
j } = e(JM(X,ω(2))|C , JM(X)|C ⊕Od−ks+1

C , 0) + Im(Γω̃) · DkX .
Further,

ChX,0{ω(i)
j } = e(JM(X,ω(2))|C1 , H0(X, C1)⊕On−dC1 , 0)

−e(JM(X, ω̃(2))|C1 , H0(X, C1)⊕On−dC1 , 0) + e(JM(X,ω(1))|C0 , H0(X, C0)⊕On−dC0 , 0)

−e(JM(X, ω̃(1))|C0 , H0(X, C0)⊕On−dC0 , 0).

Proof. This is Theorem 5.13 and Corollary 5.15 for the surface case. �

Further simplification is possible, if X is a complete intersection.

Corollary 6.5. Suppose in addition X is a complete intersection. Then

ChX,0{ω(i)
j } = e(JM(X,ω(2))|C1 , 0)− e(JM(X, ω̃(2))|C1 , 0)

+e(JM(X,ω(1))|C0 , 0)− e(JM(X, ω̃(1))|C0 , 0)

= Γ1(ω(1)) · Γ1(ω(2))− Γ1(ω̃(1)) · Γ1(ω̃(2))

Proof. The first equality holds because X is a complete intersection, and the generic point of
Ci lies in the regular part of X, the Jacobian module of X has maximal rank off the origin, so
H0(X, C1)⊕On−dC1 is just OnC1 so the multiplicity of this pair is just the ordinary Buchsbaum-Rim
multiplicity. Since our curves are reduced their rings are Cohen Macaulay, so the multiplicity of
JM(X,ω(2))|C1 at 0 is just the colength of the ideal generated by the determinant of the matrix
of generators of JM(X,ω(2))|C1 . This determinant on X defines the union of S(X) and Γ1(ω(2))
since it does so generically. Thus, this colength is just the intersection of Γ1(ω(1)) with Γ1(ω(2))
and S(X). Applying this insight to each of the terms of the first equality and canceling terms
results in the next equality. �

We give an example using this result.

Example 6.6. Let (X, 0) ⊂ C3 be the germ of a singular surface defined by the function
f : C3, 0→ C, 0, where f(x, y, z) = y2 − x3. Take the collection of 1-forms ω = {ω1, ω2}, where
ω1 = {(0, x3, z2), (z3, 0, x2)}, and ω2 = {(y2, z3, 0), (0, y3, z2)}. Then the local Chern obstruction
of this collection is 47.
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We will show this using the second equality in the last Corollary. The matrix of generators
of JM(X,ω1) and JM(X,ω2) are respectively,−3x2 2y 0

0 x3 z2

z3 0 x2

 ,

−3x2 2y 0
y2 z3 0
0 y3 z2


Calculating the determinants of the matrix of generators of JM(X,ω2) and JM(X,ω1), we

get z2(2y3 + 3x2z3) and −3x7 + 2z5y. Since we are only interested in the polar curves of ωi, we
use the defining equation to get the equivalent forms z2x2(2xy + 3z3) and y(−3xy3 + 2z5). So
the equations of the polar curves of our collection are z2(2xy + 3z3) = 0 and −3xy3 + 2z5 = 0.
To calculate the intersection multiplicity, pull back to the normalization using the map

n(t, z) = (t2, t3, z).

So we want the intersection multiplicity of z2(2t5 + 3z3) = 0 and −3t11 + 2z5 = 0, which is
(2)(11)+25=47. Since our underlying space is Whitney equisingular, the polar curves of X are
empty, so the term we have computed is the only term in the corollary, so the local Chern
obstruction of this collection is 47. (Notice that in this example, one component of the polar of
JM(X,ω2) is not reduced. Nonetheless, a careful reading of the proof of our main result shows
that in this simple case the main result continues to hold.)

We describe briefly how the work of this section can be generalized. Start with an analytic
space X, and a bundle Ek defined on a Zariski open, everywhere-dense subset U of X, Ek a
sub-bundle with k-dimensional fiber of a bundle, F l, where F l is defined everywhere. Form the
relative Nash transformation N(X,E, F ) of X as follows: form the bundle over X of k planes
in the fiber of F , consider the image of the section of this bundle formed from the fibers of Ek,
and take its closure. The relative Nash transformation has a canonical bundle ξ on it which is
a sub-bundle of the pullback of F l to N(X,E, F ), ξ and the pullback of E to N(X,E, F ) agree
restricted to U . By construction and restriction, sections of F ∗ give sections of E∗|U , and ξ∗.
If a collection of sections of E∗|U arise in this way from a collection of sections of F ∗, and the
collection has an isolated special point at x ∈ X, then we can compute the contribution to the
Chern number of the dual from our set of sections (hence to ξ) as we did in this section to the
dual of the Nash bundle. As in the Nash bundle case, the contribution will be a sum depending
on the polar varieties of E relative to F and their intersections. These polar varieties provide
some measure of the geometry of E at its singular points on X.
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TOPOLOGICAL INVARIANTS AND MODULI OF GORENSTEIN

SINGULARITIES

SERGEY NATANZON AND ANNA PRATOUSSEVITCH

Abstract. We describe all connected components of the space of hyperbolic Gorenstein quasi-
homogeneous surface singularities. We prove that any connected component is homeomorphic

to a quotient of Rd by a discrete group.

1. Introduction

In this paper, we study moduli spaces of hyperbolic Gorenstein quasi-homogeneous surface
singularities (GQHSS). Quasi-homogeneous surface singularities and their graded affine coordi-
nate rings were studied in great detail in the 1970’s by Dolgachev, Milnor, Neumann, Pinkham
and others. They described a correspondence between hyperbolic quasi-homogeneous surface
singularities and (singular) complex line bundles on Riemann orbifolds, where a Riemann orb-
ifold is a quotient H/Γ of the hyperbolic plane H by a Fuchsian group Γ. According to the
work of Dolgachev [Dol83b], hyperbolic GQHSS of level m are in 1-to-1 correspondence with
m-th roots of tangent bundles of Riemann orbifolds, i.e., with (singular) complex line bundles
on Riemann orbifolds such that their m-th tensor power coincides with the tangent bundle. For
more details of this correspondence, see section 2.1. In this paper, we complete the classification
of hyperbolic Gorenstein quasi-homogeneous surface singularities by studying their parameter
space.

We determine the number and describe the topology of connected components of the space
of all hyperbolic Gorenstein quasi-homogeneous surface singularities. We show that the space is
connected if g = 0 or if g > 1 and m is odd and that the space has two connected components if
g > 1 and m is even. We also determine the number of connected components in the case g = 1.
Moreover, we prove that any component is homeomorphic to a quotient of Rd by a discrete
group action.

On the other hand, we obtain a description of the topology of the moduli space of higher spin
structures on Riemann orbifolds. Because of their role in the modern models of 2D-gravitation,
moduli spaces of this kind have enjoyed a great deal of interest recently, in particular, in relation
to the Witten conjecture; see [Jar00, JKV01, FSZ10] and [Wit93]. Classification of classical spin
structures on non-compact Riemann surfaces and the corresponding moduli space were studied
in [Nat91, Nat04].
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Figure 1: σ̂(ab) = σ̂(a) + σ̂(b)− 1

The main technical tool is the following: We assign (Theorem 5.9) to a hyperbolic GQHSS
of level m with corresponding orbifold P a function on the space of homotopy classes of simple
contours on P with values in Z/mZ, the associated higher m-Arf function.

The higher m-Arf functions are described by simple geometric properties:

Definition: Let P be a Riemann orbifold and p ∈ P . Let π(P, p) be the orbifold fundamental
group of P (see Definition 4.3). We denote by π0(P, p) the set of all non-trivial elements of
π(P, p) that can be represented by simple contours. A (higher) m-Arf function is a function

σ : π0(P, p)→ Z/mZ

satisfying the following conditions

1. σ(bab−1) = σ(a) for any elements a, b ∈ π0(P, p),
2. σ(a−1) = −σ(a) for any element a ∈ π0(P, p) that is not of order 2,
3. σ(ab) = σ(a) + σ(b) for any elements a and b which can be represented by a pair of simple

contours in P intersecting in exactly one point p with 〈a, b〉 6= 0,
4. σ(ab) = σ(a)+σ(b)−1 for any elements a, b ∈ π0(P, p) such that the element ab is in π0(P, p)

and the elements a and b can be represented by a pair of simple contours in P intersecting in
exactly one point p with 〈a, b〉 = 0 and a neighbourhood of the point p with the contours is
homeomorphic to the one shown in Figure 1.

5. For any elliptic element c of order p we have p · σ(c) + 1 ≡ 0 mod m.

In order to be able to state our main results we need to give some definitions.

Definition: (For a detailed discussion of Fuchsian groups, signatures and standard sets of
generators, see Section 4.2.) Let Γ be a Fuchsian group such that the corresponding orbifold
P = H/Γ is of signature (g : p1, . . . , pr). Let σ : π0(P, p)→ Z/mZ be a higher m-Arf function.
We define the Arf invariant δ = δ(P, σ) of σ as follows: If g > 1 and m is even then we set
δ = 0 if there is a standard set of generators {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r} of the orbifold
fundamental group π(P, p) such that

g∑
i=1

(1− σ(ai))(1− σ(bi)) ≡ 0 mod 2

and we set δ = 1 otherwise. If g > 1 and m is odd then we set δ = 0. If g = 0 then we set δ = 0.
If g = 1 then we set

δ = gcd(m, p1 − 1, . . . , pr − 1, σ(a1), σ(b1)),

where {a1, b1, c2, . . . , cr+1} is a standard set of generators of the orbifold fundamental group
π(P, p). The type of the higher m-Arf function (P, σ) is the tuple (g, p1, . . . , pr, δ), where δ is
the Arf invariant of σ defined above.

Definition: We denote by Sm(t) = Sm(g, p1, . . . , pr, δ) the set of all GQHSS of level m such
that the associated higher Arf function is of type t = (g, p1, . . . , pr, δ).



TOPOLOGICAL INVARIANTS OF GORENSTEIN SINGULARITIES 63

The following theorem summarizes the main results:

Theorem:

1) Two hyperbolic GQHSS are in the same connected component of the space of all hyperbolic
GQHSS if and only if they are of the same type. In other words, the connected components
of the space of all hyperbolic GQHSS are those sets Sm(t) that are not empty.

2) The set Sm(t) is not empty if and only if t = (g, p1, . . . , pr, δ) has the following properties:
(a) The orders p1, . . . , pr are prime with m and satisfy the condition

(p1 · · · pr) ·

(
r∑
i=1

1

pi
− (2g − 2)− r

)
≡ 0 modm.

(b) If g > 1 and m is odd then δ = 0.
(c) If g = 1 then δ is a divisor of gcd(m, p1 − 1, . . . , pr − 1).
(d) If g = 0 then δ = 0.

3) Any connected component Sm(t) of the space of all hyperbolic GQHSS of level m and signa-
ture (g : p1, . . . , pr) is homeomorphic to a quotient of the space R6g−6+2r by a discrete action
of a certain subgroup of the modular group (see Section 6.3 for details).

The paper is organised as follows: In Section 2, we explore the connection between hyperbolic
GQHSS, roots of tangent bundles of orbifolds and lifts of Fuchsian groups into the coverings Gm
of G = PSL(2,R) (see Definition 2.2). In Section 3, we study algebraic properties of the covering
groups Gm. We describe level functions induced by a decomposition of the covering Gm into
sheets and choosing an enumeration of the sheets and study properties of these functions. In
Section 4, we study lifts of Fuchsian groups into Gm. In Section 5, we define (higher) m-Arf
functions. We prove that there is a 1-1-correspondence between the set of m-Arf functions and
the set of functions associated to the lifts of Fuchsian groups into Gm via the enumeration of
the covering sheets. Hence, these two sets are also in 1-1-correspondence with the set of all
hyperbolic GQHSS of level m. Moreover, we show that the set of all m-Arf functions on an
orbifold has a structure of an affine space, using an explicit description of the generalised Dehn
generators of the group of homotopy classes of surface self-homeomorphisms. In the last section,
we find topological invariants of higher Arf functions and prove that they describe the connected
components of the moduli space. Furthermore, we show using a version of the theorem of Fricke
and Klein [Nat78, Zie81] that any connected component is homeomorphic to a quotient of Rd
by a discrete group action.

Part of this work was done during the stays at Max-Planck-Institute in Bonn and at IHES.
We are grateful to both institutions for their hospitality and support. We would like to thank
E.B. Vinberg and V. Turaev for useful discussions related to this work. We would like to thank
the referees for their valuable remarks and suggestions.

2. Gorenstein singularities and lifts of Fuchsian groups

2.1. Singularities and automorphy factors. In this section, we recall the results of Dol-
gachev, Milnor, Neumann and Pinkham [Dol75, Dol77, Mil75, Neu77, Pin77] on the graded
affine coordinate rings, which correspond to quasi-homogeneous surface singularities.

Definition 2.1. A negative unramified automorphy factor (U,Γ, L) is a complex line bundle
L over a simply-connected Riemann surface U together with a discrete co-compact subgroup
Γ ⊂ Aut(U) acting compatibly on U and on the line bundle L, such that the following two
conditions are satisfied:
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1) The action of Γ is free on L∗, the complement of the zero-section in L.

2) Let Γ̃ / Γ be a normal subgroup of finite index, which acts freely on U , and let E → P be

the complex line bundle E = L/Γ̃ over the compact Riemann surface P = U/Γ̃. Then E is a
negative line bundle, i.e., the self-intersection number P · P is negative.

A simply-connected Riemann surface U can be CP1, C, or H, the real hyperbolic plane. We
call the corresponding automorphy factor and the corresponding singularity spherical , Euclidean,
resp. hyperbolic.

Remark. There always exists a normal freely acting subgroup of Γ of finite index [Dol83b]. In
the hyperbolic case the existence follows from the theorem of Fox-Bundgaard-Nielsen. If the
second assumption in the last definition holds for some normal freely acting subgroup of finite
index, then it holds for any such subgroup, see [Dol83b].

Remark. In this paper we are going to study the largest class, the class of hyperbolic GQHSS.
See a remark at the end of the paper for more information about the other two classes of GQHSS.

The simplest example of such complex line bundle with a group action is the (co)tangent
bundle of U = CP1, resp. U = H, equipped with the canonical action of a subgroup of Aut(U).

Let (U,Γ, L) be a negative unramified automorphy factor and Γ̃ a normal subgroup of Γ as

above. Since the bundle E = L/Γ̃ is negative, one can contract the zero section of E to get
a complex surface with one isolated singularity corresponding to the zero section. There is a
canonical action of the group Γ/Γ̃ on this surface. The quotient is a complex surface X(U,Γ, L)
with an isolated singular point o(U,Γ, L), which depends only on the automorphy factor (U,Γ, L).

The following theorem summarizes the results of Dolgachev, Milnor, Neumann and Pinkham:

Theorem 2.1. The surface X(U,Γ, L) associated to a negative unramified automorphy factor
(U,Γ, L) is a quasi-homogeneous affine algebraic surface with a normal isolated singularity. Its
affine coordinate ring is the graded C-algebra of generalised Γ-invariant automorphic forms

A =
⊕
m>0

H0(U,L−m)Γ.

All normal isolated quasi-homogeneous surface singularities (X,x) are obtained in this way, and
the automorphy factors with (X(U,Γ, L), o(U,Γ, L)) isomorphic to (X,x) are uniquely determined
by (X,x) up to isomorphism.

We now recall the definition of Gorenstein singularities and the characterization of the corre-
sponding automorphy factors.

An isolated singularity of dimension n is Gorenstein if and only if it is Cohen-Macaulay
and there exists a nowhere vanishing holomorphic n-form on a punctured neighbourhood of the
singular point. A normal isolated surface singularity is Gorenstein if and only if there exists a
nowhere vanishing holomorphic 2-form on a punctured neighbourhood of the singular point. For
example all isolated singularities of complete intersections are Gorenstein.

In [Dol83b], Dolgachev proved the following theorem obtained independently by W. Neumann
(see also [Dol83a]).

Theorem 2.2. A quasi-homogeneous surface singularity is Gorenstein if and only if for the
corresponding automorphy factor (U,Γ, L) there is an integer m (called the level or the exponent
of the automorphy factor) such that the m-th tensor power Lm is Γ-equvariantly isomorphic to
the tangent bundle TU of the surface U .
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Let (U,Γ, L) be an automorphy factor of level m, which corresponds to a Gorenstein singu-
larity. The isomorphism Lm ∼= TU induces an isomorphism Em ∼= TP . A simple computation
with Chern numbers shows that the possible values of the exponent are m = −1 or m = −2 for
U = CP1, whereas m = 0 for U = C and m is a positive integer for U = H.

2.2. Hyperbolic automorphy factors and lifts of Fuchsian groups. We consider the uni-

versal cover G̃ = P̃SL(2,R) of the Lie group

G = PSL(2,R) = SL(2,R)/{±1},

the group of orientation-preserving isometries of the hyperbolic plane. Here our model of the
hyperbolic plane is the upper half-plane H = {z ∈ C

∣∣ Im(z) > 0} and the action of an element

[
(
a b
c d

)
] ∈ PSL(2,R) on H is by

z 7→ az + b

cz + d
.

As a topological space G = PSL(2,R) is homeomorphic to the open solid torus S1 × C, its
fundamental group is infinite cyclic. Therefore, for each natural number m, there is a unique
connected m-fold covering

Gm = G̃/(m · Z(G̃))

of G, where G̃ is the universal covering of G and Z(G̃) is the centre of G̃. The centre Z(G̃)

of G̃ coincides with the pre-image of the identity element of G under the covering map G̃→ G.
For m = 2, we obtain G2 = SL(2,R).

Here is another description of the covering groups Gm of G which fixes a group structure. Let
Hol(H,C∗) be the set of all holomorphic functions H → C∗.

Proposition 2.3. The m-fold covering group Gm of G can be described as

{(g, δ) ∈ G×Hol(H,C∗)
∣∣ δm(z) = g′(z) for all z ∈ H}

with multiplication (g2, δ2) · (g1, δ1) = (g2 · g1, (δ2 ◦ g1) · δ1).

Proof. Let X be the subspace of G × Hol(H,C∗) in question. One can check that the space X
is connected and that the map X → G given by (γ, δ) 7→ γ is an m-fold covering of G. Hence,
the coverings X → G and Gm → G are isomorphic. One can check that the operation described
above defines a group structure on X and that the covering map X → G is a homomorphism
with respect to this group structure. �

Remark. This description of Gm is inspired by the notion of automorphic differential forms of
fractional degree, introduced by J. Milnor in [Mil75]. For a more detailed discussion see [LV80],
section 1.8.

Definition 2.2. A lift of the Fuchsian group Γ into Gm is a subgroup Γ∗ of Gm such that the
restriction of the covering map Gm → G to Γ∗ is an isomorphism Γ∗ → Γ.

Using the description of the m-fold covering group Gm of G in Proposition 2.3, we obtain the
following result:

Proposition 2.4. There is a 1-1-correspondence between the lifts of Γ into Gm and hyperbolic
Gorenstein automorphy factors of level m associated to the Fuchsian group Γ.
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Proof. Theorem 2.2 implies that a hyperbolic Gorenstein automorphy factor of level m (asso-
ciated to a Fuchsian group Γ) is an action of the Fuchsian group Γ on the trivial complex line
bundle H × C over the hyperbolic plane H given by

g · (z, t) = (g(z), δg(z) · t),

where δg : H → C∗ is a holomorphic function; for any g ∈ Γ, we have δmg = g′ and, for
any g1, g2 ∈ Γ, we have δg2·g1

= (δg2
◦ g1) · δg1

. Comparing this description of hyperbolic
Gorenstein automorphy factors with Proposition 2.3 yields the result. �

3. Level functions on covering groups of PSL(2,R)

3.1. Classification of elements in G = PSL(2,R) and its covering groups. Elements of G
can be classified with respect to the fixed point behavior of their action on H. An element is called
hyperbolic if it has two fixed points, which lie on the boundary ∂H = R ∪ {∞} of H. One of the
fixed points of a hyperbolic element is attracting, the other fixed point is repelling. The axis `(g)
of a hyperbolic element g is the geodesic between the fixed points of g, oriented from the repelling
fixed point to the attracting fixed point. The element g preserves the geodesic `(g). We call a
hyperbolic element with attracting fixed point α and repelling fixed point β positive if α < β.
The shift parameter of a hyperbolic element g is the minimal displacement infx∈H d(x, g(x)).
An element is called parabolic if it has one fixed point, which is on the boundary ∂H. We call a
parabolic element g with fixed point α positive if g(x) > x for all x ∈ R\{α}. An element that
is neither hyperbolic nor parabolic is called elliptic. It has one fixed point that is in H. Given
a base-point x ∈ H and a real number ϕ, let ρx(ϕ) ∈ G denote the rotation through angle ϕ
counter-clockwise about the point x. Any elliptic element is of the form ρx(ϕ), where x is the
fixed point. Thus, we obtain a 2π-periodic homomorphism ρx : R → G (with respect to the

additive structure on R). Elements of G̃, resp. Gm, can be classified with respect to the fixed

point behavior of action on H of their image in G. We say that an element of G̃, resp. Gm, is
hyperbolic, parabolic, resp. elliptic, if its image in G has this property.

3.2. Central elements in covering groups of G = PSL(2,R). The homomorphism

ρx : R → G lifts to a unique homomorphism rx : R → G̃ into the universal covering group.
Since ρx(2π`) = id for ` ∈ Z, it follows that the lifted element rx(2π`) belongs to the centre

Z(G̃) of G̃. Note that the element rx(2π`) depends continuously on x. But the centre of G̃ is
discrete, so this element must remain constant, thus rx(2π`) does not depend on x. We obtain

that Z(G̃) = {rx(2π`)
∣∣ ` ∈ Z}. Let u = rx(2π) for some (and hence for any) x in H. The

element u is one of the two generators of the centre of G̃ since any other element of the centre
is of the form rx(2π`) = (rx(2π))` = u`.

3.3. Definition of a level function. Let ∆ be the set of all elliptic elements of order 2 in G.
Let Ξ be the complement in G of the set ∆. The space G is homeomorphic to the open solid
torus S1 × C. Jankins and Neumann gave an explicit homeomorphism (see [JN85], Appendix).
The image of the set ∆ under this homeomorphism is {∗}×C. From this description, it follows in

particular that the subset Ξ is simply-connected. The pre-image Ξ̃ of the subset Ξ in G̃ consists
of infinitely many connected components, each of them is homeomorphic to Ξ. Each connected
component of the subset Ξ̃ contains one and only one pre-image of the identity element of G,
i.e., one and only one element of the centre of G̃.

Definition 3.1. If an element of G̃ is contained in the same connected component of the set Ξ̃
as the central element uk, k ∈ Z, we say that the element is of level k and set the level function s
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on this element to be equal to k. For pre-images of elliptic elements of order 2 we set s(rx(ξ)) = k
for ξ = π + 2πk.

Remark. For elliptic elements we have s(rx(ξ)) = k ⇐⇒ ξ ∈ (−π + 2πk, π + 2πk].

Definition 3.2. We define the level function sm on elements of Gm with values in Z/mZ by

sm(C mod (m · Z(G̃))) = s(C) mod m for C ∈ G̃.

Definition 3.3. The canonical lift of an element C̄ in G into G̃ is an element C̃ in G̃ such
that π(C̃) = C̄ and s(C̃) = 0. The canonical lift of an element C̄ in G into Gm is an element C̃

in Gm such that π(C̃) = C̄ and sm(C̃) = 0.

3.4. Properties of the level function. In this subsection, we study the behavior of the level
function sm under inversion (Lemma 3.1), conjugation (Lemma 3.2) and multiplication in some
special cases (Lemma 3.3). We shall obtain further statements about the behavior of the level
function under multiplication in Corollary 4.7.

In this section, we shall repeatedly use the following fact: Connected components of the set Ξ̃
are separated from each other by connected components of the set ∆̃ of all pre-images of (elliptic)

elements of order 2. If a path γ in G̃ avoids all pre-images of elements of order 2, i.e., avoids ∆̃,
then it means that the path γ remains in the same component of the set Ξ̃ and therefore the
level function s is constant along γ.

Lemma 3.1. The equation s(A−1) = −s(A) is satisfied for any element A in G̃ with the ex-
ception of the pre-images of elliptic elements of order 2. The equation sm(A−1) = −sm(A) is
satisfied for any element A in Gm with the exception of the pre-images of elliptic elements of
order 2.

Proof. We shall prove the statement about the level function s on G̃, the statement about the
level function sm on Gm follows immediately. Let A ∈ G̃ and let k = s(A), then A is in the same

connected component of Ξ̃ as uk. Let γ be the path in Ξ̃ that connects A with uk. Let the path δ
be given by δ(t) = (γ(t))−1. The path δ connects A−1 with u−k. Since the path γ remains in

the same component of Ξ̃, it avoids ∆̃. Consequently, the path δ also avoids ∆̃, i.e., it remains
in the same component of Ξ̃. Thus the element A−1 is in the same connected component of Ξ̃
as u−k, i.e., s(A−1) = −k = −s(A). �

Lemma 3.2. For any elements A and B in G̃, we have s(BAB−1) = s(A). For any elements A
and B in Gm, we have sm(BAB−1) = sm(A).

Proof. We shall prove the statement about the level function s on G̃, the statement about the
level function sm on Gm follows immediately. An element B ∈ G̃ can be connected to the unit
element in G̃ via a path β. The path γ given by γ(t) = β(t) ·A ·(β(t))−1 connects the elements A

and B · A · B−1. If A is not in ∆̃ then any conjugate γ(t) of A is not in ∆̃, hence the path γ

remains in the same component of the set Ξ̃. If A is in ∆̃ then any conjugate γ(t) of A is also

in ∆̃, hence the path γ remains in the same component of the set ∆̃. In both cases s is constant
along γ, in particular s(B ·A ·B−1) = s(A). �

Lemma 3.3. If the axes of two hyperbolic elements A and B in G̃ intersect, then

s(AB) = s(A) + s(B).

If the axes of two hyperbolic elements A and B in Gm intersect, then

sm(AB) = sm(A) + sm(B).
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Proof. Let `A, resp. `B , be the axes of A, resp. B. Let x be the intersection point of `A
and `B . Any hyperbolic transformation with the axis `A is a product of a rotation by π at some
point y 6= x on `A and a rotation by π at the point x. Similarly any hyperbolic transformation
with the axis `B is a product of a rotation by π at the point x and a rotation by π at some
point z 6= x on `B . Hence the product of any hyperbolic transformation with the axis `A and
any hyperbolic transformation with the axis `B is a product of a rotation by π at a point y 6= x
on `A and a rotation by π at a point z 6= x on `B , i.e., it is a hyperbolic transformation with
an axis going through the points y and z. Thus the product of two hyperbolic elements with
distinct but intersecting axes is always a hyperbolic element.

We shall prove the statement about the level function s on G̃, the statement about the
level function sm on Gm follows immediately. Assume without loss of generality that the ele-
ments A,B ∈ G̃ satisfy the conditions s(A) = s(B) = 0. We want to show that s(AB) = 0.
Let us deform the elements A and B. If we are decreasing the shift parameters while keeping
the same axes, then the product tends to the identity element. On the other hand, we have just
explained that the product remains hyperbolic, i.e., stays in Ξ̃. Therefore, the value of s on the
product remains constant, i.e., s(AB) = s(id) = 0. �

4. Level functions on lifts of Fuchsian groups

4.1. Lifting elliptic cyclic subgroups. A lift of the Fuchsian group Γ into Gm is a subgroup
Γ∗ of Gm such that the restriction of the covering map Gm → G to Γ∗ is an isomorphism Γ∗ → Γ.
In this subsection, we shall discuss the lifts of cyclic Fuchsian groups generated by an elliptic
element.

Lemma 4.1. Let Γ be an elliptic cyclic Fuchsian group of order p. The group Γ is generated by
an element γ = ρx(2π/p) for some x ∈ H.

1) Let us assume that p and m are relatively prime. Then the lift Γ∗ of Γ into Gm exists and is
unique. There is a unique element n ∈ Z/mZ such that p · n+ 1 ≡ 0 modulo m. The lift Γ∗

is generated by the pre-image γ̃ of γ = ρx(2π/p) in Gm such that sm(γ̃) = n.
2) If p and m are not relatively prime, then the group Γ cannot be lifted into Gm.

Proof. To lift Γ into Gm, we have to find an element γ̃ in the pre-image of γ in Gm such that γ̃p =
1. The pre-image of γ in Gm can be described as the coset {un · rx(2π/p)

∣∣ n ∈ Z/mZ}. For the
element rx(2π/p), we obtain (rx(2π/p))p = rx(2π) = u. Hence, for an element un · rx(2π/p) we
obtain

(un · rx(2π/p))p = unp(rx(2π/p))p = unp+1.

Therefore, (un · rx(2π/p))p = 1 if and only if n · p + 1 ≡ 0 mod m. There exists an n ∈ Z/mZ
with n · p+ 1 ≡ 0 mod m if and only if the numbers p and m are relatively prime. Hence for not
relatively prime p and m it is impossible to lift Γ into Gm. For relatively prime p and m, there
is a unique lift of Γ into Gm generated by un · rx(2π/p) with n · p+ 1 ≡ 0 mod m. �

4.2. Finitely generated Fuchsian groups. In this section, we are going to describe finitely
generated (co-compact) Fuchsian groups using standard sets of generators. The following defi-
nitions follow [Zie81]:

Definition 4.1. A Riemann factor surface or Riemann orbifold (P,Q) of signature

(g; lh, lp, le : p1, . . . , ple)

is a topological surface P of genus g with lh holes and lp punctures and a set

Q = {(x1, p1), . . . , (xle , ple)}
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of points xi in P equipped with orders pi such that pi ∈ Z, pi > 2 and xi 6= xj for i 6= j. The
set Q is called the marking of the Riemann orbifold (P,Q).

Definition 4.2. Let (P,Q = {(x1, p1), . . . , (xle , ple)}) be a Riemann orbifold. Two curves γ0

and γ1, which do not pass through exceptional points xi ∈ Q, are called Q-homotopic if γ0 can
be deformed into γ1 by a finite sequence of the following processes:

(a) Homotopic deformations with fixed starting point such that during the deformation no ex-
ceptional point is encountered.

(b) Omitting a subcurve of γi which does not contain the starting point of γi and is of the
form δ±pi , where δ is a curve on P which bounds a disk that contains exactly one exceptional
point xi in the interior.

(c) Inserting into γi a subcurve which does not contain the starting point of γi and is of the
form δ±pi , where δ is a curve on P which bounds a disk that contains exactly one exceptional
point xi in the interior.

Two curves γ0 and γ1 which do not pass through exceptional points xi ∈ Q are called freely
Q-homotopic if the base point may be moved during the deformations.

Definition 4.3. Let (P,Q = {(x1, p1), . . . , (xle , ple)}) be a Riemann orbifold and let p be in
P\{x1, . . . , xle}. Then, the set of Q-homotopy classes of curves starting and ending in p forms
a group. This group is called the Q-fundamental group or the orbifold fundamental group and
denoted by πQ(P, p) or πorb(P, p) or simply π(P, p).

Definition 4.4. Let Γ be a Fuchsian group. The quotient P = H/Γ is a surface and the projec-
tion Ψ : H → P is a branched cover. Let Q consist of the branching points and the corresponding
orders. Then, (P,Q) is a Riemann orbifold. We say that the Riemann orbifold (P,Q) is defined
by Γ.

Proposition 4.2. Let Γ be a Fuchsian group, (P,Q) the corresponding Riemann orbifold and
p ∈ P not an exceptional point. Then, π(P, p) ∼= Γ.

Definition 4.5. A canonical system of curves on a Riemann orbifold

(P,Q = {(x1, p1), . . . , (xle , ple)})
of signature (g; lh, lp, le : p1, . . . , ple) is a set of simply closed curves

{ã1, b̃1, . . . , ãg, b̃g, c̃g+1, . . . , c̃n}
based at a point p ∈ P , where n = g + lh + lp + le, with the following properties:

1) The contour c̃g+i encloses a hole in P for i = 1, . . . , lh, a puncture for i = lh + 1, . . . , lh + lp
and the marking point xi for i = lh + lp + 1, . . . , n− g.

2) Any two curves only intersect at the point p.
3) A neighbourhood of the point p with the curves is homeomorphic to the one shown in Figure 2.
4) The system of curves cuts the surface P into lh + lp + le + 1 connected components of which

lp + le are homeomorphic to a disc with a hole, lh + 1 are discs. The last disc has boundary

ã1b̃1ã
−1
1 b̃−1

1 . . . ãg b̃gã
−1
g b̃−1

g c̃g . . . c̃n.

If {ã1, b̃1, . . . , ãg, b̃g, c̃g+1, . . . , c̃n} is a canonical system of curves, then we call the correspond-
ing set {a1, b1, . . . , ag, bg, cg+1, . . . , cn} of elements in the orbifold fundamental group π(P, p) a
standard set of generators or a standard basis of π(P, p).

Definition 4.6. A sequential set of signature (0; lh, lp, le : p1, . . . , ple) with lh + lp + le = 3 is
a triple of elements (C1, C2, C3) in G such that the element Ci is hyperbolic for i = 1, . . . , lh,
parabolic for i = lh+1, . . . , lh+lp and elliptic of order pi−lh−lp for i = lh+lp+1, . . . , lh+lp+le = 3,
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Figure 2: Canonical system of curves
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Figure 3: Axes of a sequential set of signature (0; 3, 0, 0)

their product is C1 ·C2 ·C3 = 1, and for some element A ∈ G the elements {C ′i = ACiA
−1}i=1,2,3

are positive, have finite fixed points and satisfy C ′1 < C ′2 < C ′3. (Figure 3 illustrates the position
of the axes of the elements C ′i for a sequential set of signature (0; 3, 0, 0), i.e., when all elements
are hyperbolic.)

Definition 4.7. A sequential set of signature (0; lh, lp, le : p1, . . . , ple) is a tuple of elements
(C1, . . . , Clh+lp+le) in G such that the element Ci is hyperbolic for i = 1, . . . , lh, parabolic
for i = lh + 1, . . . , lh + lp and elliptic of order pi−lh−lp for i = lh + lp + 1, . . . , lh + lp + le, and for
any i ∈ {2, . . . , lh + lp + le − 1} the triple (C1 · · ·Ci−1, Ci, Ci+1 · · ·Clh+lp+le) is a sequential set.

Definition 4.8. A sequential set of signature (g; lh, lp, le : p1, . . . , ple) is a tuple of elements

(A1, . . . , Ag, B1, . . . , Bg, Cg+1, . . . , Cg+lh+lp+le)

in G such that

(1) the elements A1, . . . , Ag, B1, . . . , Bg are hyperbolic,
(2) the element Cg+i is hyperbolic for i = 1, . . . , lh, parabolic for i = lh + 1, . . . , lh + lp, and

elliptic of order pi−lh−lp for i = lh + lp + 1, . . . , lh + lp + le,
(3) and the tuple

(A1, B1A
−1
1 B−1

1 , . . . , Ag, BgA
−1
g B−1

g , Cg+1, . . . , Cg+lh+lp+le)

is a sequential set of signature (0; 2g + lh, lp, le : p1, . . . , ple).

The relation between sequential sets, standard bases, canonical systems of curves and Fuchsian
groups was studied in [Nat72]. Details for the case of Fuchsian groups with elliptic elements can
be found in [Zie81]. We recall here the results:

Theorem 4.3. Let V be a sequential set of signature (g; lh, lp, le : p1, . . . , ple). For i = 1, . . . , le
let yi ∈ H be the fixed point of the corresponding elliptic element of order pi in V . Let P =
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H/Γ and let Ψ : H → P be the natural projection. Let Q = {(Ψ(y1), p1), . . . , (Ψ(yle), ple)}.
Then the sequential set V generates a Fuchsian group Γ such that the Riemann factor surface
(P = H/Γ, Q) is of signature (g; lh, lp, le : p1, . . . , ple). The natural projection Ψ : H → P maps
the sequential set V to a canonical system of curves on the factor surface (P,Q).

Theorem 4.4. Let Γ be a Fuchsian group such that the factor surface P = H/Γ is of signature
(g; lh, lp, le : p1, . . . , ple) with lh + lp + le = n. Let p be a point in P which does not belong to the
marking. Let Ψ : H → P be the natural projection. Choose q ∈ Ψ−1(p) and let Φ : Γ → π(P, p)
be the induced isomorphism. Let

v = {ã1, b̃1, . . . , ãg, b̃g, c̃g+1, . . . , c̃n} =: {d̃1, . . . , d̃g+n}
be a canonical system of curves on P , then

V = Φ−1(v) = {Φ−1([d̃1]), . . . ,Φ−1([d̃g+n]))}
is a sequential set of signature (g; lh, lp, le : p1, . . . , ple).

4.3. Lifting Fuchsian groups of genus 0.

Lemma 4.5. Let (0; lh, lp, le : p1, . . . , ple) with lh + lp + le = n be the signature of the sequential

set (C̄1, . . . , C̄n). For i = 1, . . . , n, let C̃i be the canonical lift of C̄i into G̃, resp. Gm. Let u be

the generator of the centre Z(G̃), resp. Z(Gm), defined in section 3.2. The element u is given

by the element rx(π), resp. its projection into Gm. Then, the elements C̃1, . . . , C̃n satisfy the

following relations: C̃pilh+lp+i = u for i = 1, . . . , le and C̃1 · · · · C̃n = un−2.

Proof. A canonical lift C̃lh+lp+i of an elliptic element C̄lh+lp+i is of the form rx(2π/pi) for

some x. Hence, C̃pilh+lp+i = (rx(2π/pi))
pi = rx(2π) = u. We will now use a geometric approach

due to Milnor [Mil75]. Let Π be the canonical fundamental polygon for the group generated by
the elements C̄1, . . . , C̄n such that the generators C̄i can be described as products C̄i = σiσi+1

of reflexions σ1, . . . , σn in the edges of the polygon Π (suitably numbered). Then, σ2
i = id and,

therefore,
C̄1 · · · C̄n = (σ1σ2)(σ2σ3) · · · (σn−1σn)(σnσ1) = id .

Lifting the elements C̄i to their canonical lifts C̃i in G̃, it follows that the product C̃1 · · · C̃n
belongs to the centre Z(G̃). As we vary the polygon Π continuously, this central element must

also vary continuously. But Z(G̃) is a discrete group, so C̃1 · · · C̃n must remain constant. In
particular, we can shrink the polygon Π down towards a point x. In the course of this contin-
uous deformation of the fundamental polygon Π, the hyperbolic and parabolic elements of the
sequential set will become elliptic. As we continue shrinking the polygon Π towards the point x,
the angles of the polygon tend to the angles β1, . . . , βn of some Euclidean n-sided polygon.
Thus, the element C̃i ∈ G̃ tends towards the limit rx(2βi), while the product C̃1 · · · C̃n tends
towards the product rx(2β1) · · · rx(2βn) = rx(2β1 + · · · + 2βn). Therefore, using the formula
β1 + · · ·+ βn = (n− 2)π for the sum of the angles of a Euclidean n-sided polygon, we see that

the constant product C̃1 · · · C̃n must be equal to rx(2(n− 2)π) = un−2. Thus C̃pilh+lp+i = u and

C̃1 · · · C̃n = un−2. Projecting into Gm we get the corresponding statement in Gm. �

Lemma 4.6. Let (C1, . . . , Cn) be an n-tuple of elements in Gm such that their images
(C̄1, . . . , C̄n) in G form a sequential set of signature (0; lh, lp, le : p1, . . . , ple) with lh+ lp+ le = n.
Then, C1 · · ·Cn = e if and only if

∑n
i=1 sm(Ci) ≡ −(n− 2) modulo m.

Proof. For i = 1, . . . , n, let C̃i be the canonical lift of C̄i into Gm. The elements Ci can be
written in the form Ci = C̃i · usm(Ci); therefore, the product C1 · · ·Cn is equal to

(C̃1 · · · C̃n) · usm(C1)+···+sm(Cn).
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Using Lemma 4.5, we obtain that this product is equal to un−2+sm(C1)+···+sm(Cn). Hence, the
product C1 · · ·Cn is equal to e if and only if the exponent of u in the last equation is divisible
by m, i.e., if

∑n
i=1 sm(Ci) ≡ −(n− 2) modulo m. �

Corollary 4.7. Let (C1, C2, C3) be a triple of elements in Gm with C1 · C2 · C3 = e. Let C̄i be
the image of the element Ci in G. Let (C̄1, C̄2, C̄3) be a sequential set of signature

(0; lh, lp, le : p1, . . . , ple),

with lh + lp + le = 3. Then,

sm(C1 · C2) = sm(C1) + sm(C2) + 1, if the element C3 is not of order 2, and

sm(C1 · C2) = −sm(C1)− sm(C2)− 1, if the element C3 is of order 2.

Proof. According to Lemma 4.6 the elements Ci satisfy

sm(C1) + sm(C2) + sm(C3) ≡ −1 mod m.

On the other hand, C1C2C3 = e implies C1C2 = C−1
3 ; hence,

sm(C1C2) = sm(C−1
3 ) = −sm(C3) = sm(C1) + sm(C2) + 1,

if the element C3 is not of order 2, and

sm(C1C2) = sm(C−1
3 ) = sm(C3) = −sm(C1)− sm(C2)− 1,

if the element C3 is of order 2. �

4.4. Lifting sets of generators of Fuchsian groups.

Lemma 4.8. Let Γ be a Fuchsian group of signature (g; lh, lp, le : p1, . . . , ple) generated by
the sequential set V̄ = {Ā1, B̄1, . . . , Āg, B̄g, C̄g+1, . . . , C̄n}, where n = g + lh + lp + le. Let
V = {A1, B1, . . . , Ag, Bg, Cg+1, . . . , Cn} be a set of lifts of the elements of the sequential set V̄
into Gm, i.e., the image of Ai, Bi, resp. Cj, in G is Āi, B̄i, resp. C̄j. Then, the subgroup Γ∗ of
Gm generated by V is a lift of Γ into Gm if and only if

[A1, B1] · · · [Ag, Bg] · Cg+1 · · ·Cn = e, Cpig+lh+lp+i = e for i = 1, . . . , le.

Proof. For any choice of the set of lifts V , the restriction of the covering map Gm → G to the
group Γ∗ generated by V is a homomorphism with image Γ. If the conditions of the lemma hold
true, then the group Γ∗ satisfies the same relations as the group Γ; hence, this homomorphism
is injective. �

Lemma 4.9. Let {A1, B1, . . . , Ag, Bg, Cg+1, . . . , Cn} be a tuple of elements in Gm such that the
images {Ā1, B̄1, . . . , Āg, B̄g, C̄g+1, . . . , C̄n} in G form a sequential set of signature

(g; lh, lp, le : p1, . . . , ple),

with g + lh + lp + le = n. Then,

g∏
i=1

[Ai, Bi] ·
n∏

j=g+1

Cj = e ⇐⇒
n∑

j=g+1

sm(Cj) ≡ (2− 2g)− (n− g) mod m.

(in the case n = g, this means 2− 2g ≡ 0 mod m) and, for any i = 1, . . . , le,

Cpig+lh+lp+i = e ⇐⇒ pi · sm(Cg+lh+lp+i) + 1 ≡ 0 mod m.
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Proof. The case g = 0 was discussed in Lemma 4.6. We shall now reduce the general case to the
case g = 0. By definition of sequential sets, the set

(Ā1, B̄1Ā
−1
1 B̄−1

1 , . . . , Āg, B̄gĀ
−1
g B̄−1

g , C̄g+1, . . . , C̄n)

is a sequential set of signature (0; 2g + lh, lp, le); hence,

g∏
i=1

[Ai, Bi] ·
n∏

i=g+1

Ci =

g∏
i=1

(Ai ·BiA−1
i B−1

i ) ·
n∏

i=g+1

Ci = e

if and only if

g∑
i=1

(sm(Ai) + sm(BiA
−1
i B−1

i )) +

n∑
i=g+1

sm(Ci) ≡ −(2g + (n− g)− 2)

≡ (2− 2g)− (n− g) mod m.

Invariance of the level function sm under conjugation (Lemma 3.2) implies that

sm(BiA
−1
i B−1

i ) = sm(A−1
i ).

Since Ai is not an element of order 2, sm(A−1
i ) = −sm(Ai) and, hence,

sm(Ai) + sm(BiA
−1
i B−1

i ) = sm(Ai)− sm(Ai) = 0.

The last statement of the lemma follows from Lemma 4.1. �

Proposition 4.10. Let Γ be a Fuchsian group of signature (g : p1, . . . , pr). Let

V̄ = {Ā1, B̄1, . . . , Āg, B̄g, C̄g+1, . . . , C̄n}

be a sequential set that generates Γ. Then, there exist lifts of Γ into Gm if and only if the signature
(g : p1, . . . , pr) satisfies the following liftability conditions: gcd(pi,m) = 1 for i = 1, . . . , r and

(p1 · · · pr) ·

(
r∑
i=1

1

pi
− (2g − 2)− r

)
≡ 0 modm.

Moreover, if the liftability conditions are satisfied, then any set of lifts {Ai, Bi} of {Āi, B̄i}
into Gm can be extended in a unique way to a set {Ai, Bi, Cj} of lifts of {Āi, B̄i, C̄j} that
generates a lift of Γ into Gm; hence, there are m2g different lifts of Γ into Gm.

Proof. In this proof all congruences will be modulo m. Let us first assume that there exists a lift
of Γ into Gm. Let {Ai, Bi, Cj} be a set of lifts of V̄ as in Lemmas 4.8 and 4.9. Let ni = sm(Cg+i).
Then according to Lemma 4.9 we have pi · ni + 1 ≡ 0 for i = 1, . . . , r and

(2g − 2) + r +

r∑
i=1

ni ≡ 0.

The congruence pi · ni + 1 ≡ 0 implies that pi is prime with m for i = 1, . . . , r. Furthermore,
since

(p1 · · · pr) · ni ≡
p1 · · · pr
pi

· (pi · ni) ≡
p1 · · · pr
pi

· (−1) ≡ −(p1 · · · pr) ·
1

pi
,

we obtain that

(p1 · · · pr) ·

(
r∑
i=1

1

pi
− (2g − 2)− r

)
≡ −(p1 · · · pr) ·

(
r∑
i=1

ni + (2g − 2) + r

)
≡ 0.



74 SERGEY NATANZON AND ANNA PRATOUSSEVITCH

Now, let us assume that the liftability conditions are satisfied. We want to construct a lift
of Γ into Gm. Since pi is prime with m, we can choose ni ∈ Z/mZ such that pi · ni + 1 ≡ 0
for i = 1, . . . , r. Then,

(p1 · · · pr) · ni ≡ −(p1 · · · pr) ·
1

pi

and, hence,

(p1 · · · pr) ·

(
(2g − 2) + r +

r∑
i=1

ni

)
≡ (p1 · · · pr) ·

(
(2g − 2) + r −

r∑
i=1

1

pi

)
≡ 0.

Since p1 · · · pr is prime with m, we conclude that (2g−2)+r+
r∑
i=1

ni ≡ 0, i.e.,
r∑
i=1

ni ≡ (2−2g)−r.

Let V = {Ai, Bi, Cj} be any set of lifts of V̄ such that sm(Cg+i) = ni for i = 1, . . . , r. We have

pi · ni + 1 ≡ 0 for i = 1, . . . , r and
r∑
i=1

ni ≡ (2 − 2g) − r. Hence, according to Lemma 4.9,

the set V generates a lift of Γ into Gm. Since Lemma 4.9 does not impose any conditions on
the values sm(Ai) and sm(Bi) for i = 1, . . . , g, any of m2g choices of these 2g values leads to a
different lift of Γ into Gm. �

5. Higher Arf functions

In [NP05, NP09], we introduced the notion of a higher Arf function and used it to study moduli
spaces of higher spin bundles on Riemann surfaces. In this section, we will introduce higher Arf
functions on orbifolds, and study their connection with Gorenstein automorphy factors.

5.1. Definition of higher Arf functions on orbifolds. In this subsection, we will define
higher Arf functions on orbifolds (compare with subsection 4.1 in [NP09]).

Let Γ be a Fuchsian group of signature (g; lh, lp, le : p1, . . . , ple) and P = H/Γ the correspond-
ing orbifold. Let p ∈ P . Let Ψ : H → P be the natural projection. Let π(P, p) be the orbifold
fundamental group of P (see definition 4.3). Choose q ∈ Ψ−1(p) and let Φ : Γ→ π(P, p) be the
induced isomorphism. Let Γ∗ be a lift of Γ in Gm.

Definition 5.1. Let us consider a function σ̂Γ∗ : π(P, p) → Z/mZ such that the following
diagram commutes

Γ
∼=−−−−→ Γ∗

Φ

y ysm|Γ∗

π(P, p)
σ̂Γ∗−−−−→ Z/mZ

Lemma 5.1. Let α, β and γ be simple contours in P intersecting pairwise in exactly one point p.
Let a, b and c be the corresponding elements of π(P, p). We assume that a, b and c satisfy the
relations a, b, c 6= 1 and abc = 1. Let 〈·, ·〉 be the intersection form on π(P, p). Then for σ̂ = σ̂Γ∗

1. If the elements a and b can be represented by a pair of simple contours in P intersecting in
exactly one point p with 〈a, b〉 6= 0, then σ̂(ab) = σ̂(a) + σ̂(b).

2. If ab is in π0(P, p) and the elements a and b can be represented by a pair of simple contours in
P intersecting in exactly one point p with 〈a, b〉 = 0 and a neighbourhood of the point p with
the contours is homeomorphic to the one shown in Figure 4, then σ̂(ab) = σ̂(a) + σ̂(b) + 1 if
the element ab is not of order 2, and σ̂(ab) = −σ̂(a)− σ̂(b)−1 if the element ab is of order 2.
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Figure 4: σ̂(ab) = σ̂(a) + σ̂(b) + 1

3. If ab is in π0(P, p) and the elements a and b can be represented by a pair of simple contours in
P intersecting in exactly one point p with 〈a, b〉 = 0 and a neighbourhood of the point p with
the contours is homeomorphic to the one shown in Figure 1, then σ̂(ab) = σ̂(a) + σ̂(b)− 1.

4. For any standard set of generators v = {a1, b1, . . . , ag, bg, cg+1, . . . , cn} of π(P, p), we have

n∑
i=g+1

σ̂(ci) ≡ (2− 2g)− (n− g) mod m.

5. For any elliptic element cg+lh+lp+i, i = 1, . . . , le, we have pi · σ̂(cg+lh+lp+i) + 1 ≡ 0 mod m.

Proof. According to Theorem 4.4, either the set V = {Φ−1(a),Φ−1(b),Φ−1(c)} or the set V −1 =
{Φ−1(a−1),Φ−1(b−1),Φ−1(c−1)} is sequential. This sequential set can be of signature (0 : ∗, ∗, ∗)
or (1 : ∗).
• If V is a sequential set of signature (1 : ∗), then according to Lemma 3.3 we obtain σ̂(ab) =
σ̂(a) + σ̂(b).

• If V is a sequential set of signature (0 : ∗, ∗, ∗), then according to Corollary 4.7 we obtain

σ̂(ab) = σ̂(a) + σ̂(b) + 1 if ab is not of order 2,

σ̂(ab) = −σ̂(a)− σ̂(b)− 1 if ab is of order 2.

• If V −1 is a sequential set of signature (0 : ∗, ∗, ∗), then according to Corollary 4.7 we obtain,

σ̂(b−1a−1) = σ̂(a−1) + σ̂(b−1) + 1 if ab is not of order 2,

σ̂(b−1a−1) = −σ̂(a−1)− σ̂(b−1)− 1 if ab is of order 2.

Therefore, for the element ab not of order 2, we obtain

σ̂(ab) = −σ̂((ab)−1) = −σ̂(b−1a−1) = −(σ̂(a−1) + σ̂(b−1) + 1)

= −σ̂(a−1)− σ̂(b−1)− 1 = σ̂(a) + σ̂(b)− 1

and, for the element ab of order 2, we obtain

σ̂(ab) = σ̂((ab)−1) = σ̂(b−1a−1) = −σ̂(a−1)− σ̂(b−1)− 1 = σ̂(a) + σ̂(b)− 1.

To prove properties 4 and 5 of σ̂, we apply Lemma 4.9. �

We now formalize the properties of the function σ̂ in the following definition:

Definition 5.2. We denote by π0(P, p) the set of all non-trivial elements of π(P, p) that can be
represented by simple contours. An m-Arf function is a function

σ : π0(P, p)→ Z/mZ

satisfying the following conditions

1. σ(bab−1) = σ(a) for any elements a, b ∈ π0(P, p),
2. σ(a−1) = −σ(a) for any element a ∈ π0(P, p) that is not of order 2,
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3. σ(ab) = σ(a) + σ(b) for any elements a and b which can be represented by a pair of simple
contours in P intersecting in exactly one point p with 〈a, b〉 6= 0,

4. σ(ab) = σ(a)+σ(b)−1 for any elements a, b ∈ π0(P, p) such that the element ab is in π0(P, p)
and the elements a and b can be represented by a pair of simple contours in P intersecting in
exactly one point p with 〈a, b〉 = 0 and a neighbourhood of the point p with the contours is
homeomorphic to the one shown in Figure 1.

5. For any elliptic element c of order p, we have p · σ(c) + 1 ≡ 0 mod m.

The following property of m-Arf functions follows immediately from Properties 4 and 2 in
Definition 5.2:

Proposition 5.2. Let a and b be elements of π0(P, p) such that the element ab is in π0(P, p) and
the elements a and b can be represented by a pair of simple contours in P intersecting in exactly
one point p with 〈a, b〉 = 0 and a neighbourhood of the point p with the contours is homeomorphic
to the one shown in Figure 4. Then,

σ(c1c2) = σ(c1) + σ(c2) + 1, if c1c2 = c−1
3 is not of order 2,

σ(c1c2) = −σ(c1)− σ(c2)− 1, if c1c2 = c−1
3 is of order 2.

Lemma 5.3. Let Γ be a hyperbolic polygon group of signature (0 : p1, . . . , pr), r > 3. Let
{c1, . . . , cr} be a standard set of generators of Γ. Then, the element c1c2 is not elliptic.

Proof. Let Π be the canonical fundamental polygon for the group generated by the elements
c1, . . . , cr such that the generators ci can be described as products ci = σiσi+1 of reflex-
ions σ1, . . . , σr in the edges of the polygon Π (suitably numbered). Then,

c1c2 = (σ1σ2)(σ2σ3) = σ1σ3.

The product of two reflexions σ1σ3 is an elliptic element if and only if the axes of the reflexions
intersect in H. Since r > 3, the sides of the polygon Π that correspond to the reflexions σ1 and σ3

are not next to each other. Let us assume that the axes intersect and let Q be the hyperbolic
polygon enclosed between by the axes and the polygon Π. All angles of the polygon Π are acute.
One angle of the polygon Q is the angle between the intersecting axes, two angles are larger
than π/2, all other angles of Q are larger than π. Hence, the sum of the angles of Q is larger
that it should be for a hyperbolic polygon. �

Proposition 5.4. For any standard set of generators

v = {a1, b1, . . . , ag, bg, cg+1, . . . , cn}
of π(P, p) with n = g + lh + lp + le, we have

n∑
j=g+1

σ(cj) ≡ (2− 2g)− (n− g) mod m.

Proof. We discuss the case g = 0 first and, then, we reduce the general case to the case g = 0.

• Let g = 0. We prove that the statement is true for lifts of sequential sets of signature
(0 : p1, . . . , pr) by induction on r. In the case r = 3, Proposition 5.2 implies

σ(c1c2) = σ(c1) + σ(c2) + 1 if c1c2 = c−1
3 is not of order 2,

σ(c1c2) = −σ(c1)− σ(c2)− 1 if c1c2 = c−1
3 is of order 2.

If the element c3 is not of order 2, then Property 2 of m-Arf functions implies σ(c1c2) =
σ(c−1

3 ) = −σ(c3). Combining σ(c1c2) = σ(c1) + σ(c2) + 1 and σ(c1c2) = −σ(c3), we ob-
tain σ(c1) + σ(c2) + σ(c3) = −1. If the element c3 is of order 2, then σ(c1c2) = σ(c−1

3 ) =
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σ(c3). Combining σ(c1c2) = −σ(c1) − σ(c2) − 1 and σ(c1c2) = σ(c3), we obtain that
σ(c1) + σ(c2) + σ(c3) = −1. Let us now assume that the statement is true for r 6 k − 1
and consider the case r = k. By our assumption,

σ(c1 · c2) + σ(c3) + · · ·+ σ(ck) = 2− (k − 1) = (2− k) + 1.

Moreover, according to Lemma 5.3, the element c1c2 cannot be of order 2. Hence, by Propo-
sition 5.2, we have σ(c1c2) = σ(c1) + σ(c2) + 1. The last two equations imply that

σ(c1) + · · ·+ σ(ck) = 2− k.

• We now consider the general case. The set

(a1, b1a
−1
1 b−1

1 , . . . , ag, bga
−1
g b−1

g , cg+1, . . . , cg+lh+lp+le)

is a standard set of generators of an orbifold of signature (0 : 2g+ lh, lp, le : p1, . . . , ple); hence,

g∑
i=1

(σ(ai) + σ(bia
−1
i b−1

i )) +

g+lh+lp+le∑
i=g+1

σ(ci)

= 2− (2g + lh + lp + le) = (2− 2g)− (lh + lp + le).

Properties 1 and 2 of m-Arf functions imply that σ(bia
−1
i b−1

i ) = σ(a−1
i ) = −σ(ai) and, hence,

σ(ai) + σ(bia
−1
i b−1

i ) = 0. �

Definition 5.3. Let σ̂Γ∗ : π(P, p) → Z/mZ be the function associated to a lift Γ∗ as in Defi-
nition 5.1, then the function σΓ∗ = σ̂Γ∗ |π0(P,p) is an m-Arf function according to Lemmata 5.1,
3.1 and 3.2. We call the function σΓ∗ the m-Arf function associated to the lift Γ∗.

5.2. Higher Arf functions and self-homeomorphisms of orbifolds. Let Γ be a Fuchsian
group of signature (g : p1, . . . , pr) and P = H/Γ the corresponding orbifold. Let p ∈ P . Let
Ψ : H → P be the natural projection. Choose q ∈ Ψ−1(p) and let Φ : Γ → π0(P, p) be the
induced isomorphism. Let Γ∗ be a lift of Γ in Gm. Consider the following transformations of a
standard set of generators v = {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r} of π0(P, p) to another standard
set of generators v′ = {a′1, b′1, . . . , a′g, b′g, c′g+1 . . . , c

′
g+r}:

1. a′1 = a1b1.

2. a′1 = (a1a2)a1(a1a2)−1,

b′1 = (a1a2)a−1
1 a−1

2 b1(a1a2)−1,

a′2 = a1a2a
−1
1 ,

b′2 = b2a
−1
2 a−1

1 .

3. a′g = (b−1
g cg+1)b−1

g (b−1
g cg+1)−1,

b′g = (b−1
g cg+1bg)c

−1
g+1bgagb

−1
g (b−1

g cg+1bg)
−1,

c′g+1 = b−1
g cg+1bg.

4. a′k = ak+1, b′k = bk+1,

a′k+1 = (c−1
k+1ck)ak(c−1

k+1ck)−1,

b′k+1 = (c−1
k+1ck)bk(c−1

k+1ck)−1.

5. c′k = ck+1, c′k+1 = c−1
k+1ckck+1.
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Here, ci = [ai, bi] for i = 1, . . . , g; in (4), we consider k ∈ {1, . . . , g}; in (5), we consider

k ∈ {g + 1, . . . , g + r}
such that ord(ck) = ord(ck+1). If a′i, b

′
i, resp. c′i, is not described explicitly, this means a′i = ai,

b′i = bi, resp. c′i = ci.

We will call these transformations generalised Dehn twists. Each generalised Dehn twist
induces a homotopy class of self-homeomorphisms of the orbifold P , which maps elliptic fixed
points to elliptic fixed points of the same order. The group of all homotopy classes of self-
homeomorphisms of the orbifold P is generated by the homotopy classes of generalised Dehn
twists as described above (compare [Zie73]).

Now, we will compute the values of an m-Arf function σ on the standard set of generators v′

from the values of σ on the standard set of generators v for each of the generalised Dehn twists
described above.

Lemma 5.5. Let σ : π0(P, p) → Z/mZ be an m-Arf function. Let D be a generalised Dehn
twist of the type described above. Suppose that D maps the standard set of generators

v = {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r}
into the standard set of generators

v′ = D(v) = {a′1, b′1, . . . , a′g, b′g, c′g+1, . . . , c
′
g+r}.

Let αi, βi, γi, resp. α′i, β
′
i, γ
′
i, be the values of σ on the elements of v, resp. v′. Then, for the

Dehn twists of types 1–5, we obtain

1. α′1 = α1 + β1.

2. β′1 = β1 − α1 − α2 − 1, β′2 = β2 − α2 − α1 − 1.

3. α′g = −βg, β′g = αg − γg+1 − 1.

4. α′k = αk+1, β′k = βk+1, α′k+1 = αk, β′k+1 = βk.

5. γ′k = γk+1, γ′k+1 = γk.

Proof. We assume that the Dehn twist D belongs to one of the types described in the def-
inition above. In the following computations, we illustrate the position of the contours on
the surface with figures showing the position of the axes of the corresponding elements in Γ.
Let {A1, B1, . . . , Ag, Bg, Cg+1, . . . , Cg+r} be the sequential set corresponding to the standard
set of generators v. In the first case, according to Property 3 of m-Arf functions, we obtain
σ(a′1) = σ(a1b1) = σ(a1) + σ(b1).

In the second case, according to Property 1, we obtain

σ(a′1) = σ((a1a2)a1(a1a2)−1) = σ(a1),

σ(b′1) = σ((a1a2)a−1
1 a−1

2 b1(a1a2)−1) = σ(a−1
1 a−1

2 b1)

= σ(a1(a−1
1 a−1

2 b1)a−1
1 ) = σ(a−1

2 b1a
−1
1 ).

The mutual position of the axes of the elements A−1
2 and B1A

−1
1 is as in Figure 5; hence,

Property 4 implies σ(b′1) = σ(a−1
2 · (b1a

−1
1 )) = σ(a−1

2 ) + σ(b1a
−1
1 )− 1. According to Property 3,

we have σ(b1a
−1
1 ) = σ(b1) + σ(a−1

1 ). Thus, using Property 2, we obtain

σ(b′1) = σ(a−1
2 ) + σ(b1) + σ(a−1

1 )− 1 = σ(b1)− σ(a1)− σ(a2)− 1.

Similarly, we show that σ(a′2) = σ(a2) and σ(b′2) = σ(b2)− σ(a2)− σ(a1)− 1.
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Figure 5: Axes of B1A
−1
1 and A−1
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Figure 6: Axis of BgAgB
−1
g and fixed point of C−1

g+1

In the third case, we obtain according to Properties 2 and 1

σ(a′g) = σ((b−1
g cg+1)b−1

g (b−1
g cg+1)−1) = σ(b−1

g ) = −σ(bg),

σ(b′g) = σ((b−1
g cg+1bg)c

−1
g+1bgagb

−1
g (b−1

g cg+1bg)
−1) = σ(c−1

g+1bgagb
−1
g ),

σ(c′g+1) = σ(b−1
g cg+1bg) = σ(cg+1).

The actions of the elements C−1
g+1 and BgAgB

−1
g on H are illustrated in Figure 6. According to

Properties 4 and 1, we obtain

σ(b′g) = σ(c−1
g+1 · (bgagb−1

g )) = σ(c−1
g+1) + σ(bgagb

−1
g )− 1 = σ(c−1

g+1) + σ(ag)− 1.

In the fourth and fifth cases, computations are easy; we use only Property 1 of m-Arf functions.
�

5.3. Correspondence between higher Arf functions and hyperbolic Gorenstein au-
tomorphy factors. Let Γ be a Fuchsian group of signature (g : p1, . . . , pr) and P = H/Γ the
corresponding orbifold. Let p ∈ P . Let Ψ : H → P be the natural projection. Choose q ∈ Ψ−1(p)
and let Φ : Γ→ π0(P, p) be the induced isomorphism.

Lemma 5.6. The difference σ1−σ2 : π0(P, p)→ Z/mZ of two Arf functions σ1 and σ2 induces
a linear function ` : H1(P ;Z/mZ)→ Z/mZ.

Proof. The proof is analogous to the proof of the corresponding statement for higher Arf func-
tions on Fuchsian groups without torsion (see Lemma 4.5 in [NP09]). The main observation is
the fact that according to Lemma 5.5 the action of the generalised Dehn twists on the tuples of
values of a higher Arf function on elements of a standard set of generators are by affine-linear
maps; therefore, the action on the tuples of differences of values of two higher Arf functions is
by linear maps. �
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Corollary 5.7. The set ArfP,m of all m-Arf functions on π0(P, p) has the structure of an affine

space, i.e., the set {σ − σ0

∣∣ σ ∈ ArfP,m} is a free module over Z/mZ for any σ0 ∈ ArfP,m.

Corollary 5.8. An m-Arf function is uniquely determined by its values on the elements of some
standard set of generators of π0(P, p).

Theorem 5.9. Let Γ be a Fuchsian group of signature (g : p1, . . . , pr) and P = H/Γ the
corresponding orbifold. Let p ∈ P . There is a 1-1-correspondence between

1) hyperbolic Gorenstein automorphy factors of level m associated to the Fuchsian group Γ.
2) lifts of Γ into Gm.
3) m-Arf functions σ : π0(P, p)→ Z/mZ.

Proof. According to Proposition 2.4, there is a 1-1-correspondence between hyperbolic Goren-
stein automorphy factors of level m associated to the Fuchsian group Γ and the lifts of Γ into
Gm. In Definition 5.1, we attached to any lift Γ∗ of Γ into Gm an m-Arf function σΓ∗ on P . On
the other hand, we can attach to any m-Arf function σ a subset of Gm

Γ∗σ = {g ∈ Gm
∣∣ π(g) ∈ Γ, sm(g) = σ(Φ(π(g)))},

where π : Gm → G is the covering map. It remains to prove that this subset of Gm is actually
a lift of Γ. Let

v = {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r} = {d1, . . . , d2g+r}
be a standard set of generators of π(P, p) and let

V̄ = {Φ−1(d1), . . . ,Φ−1(d2g+r)}
be the corresponding sequential set. Let {Dj}j=1,...,2g+r be a lift of the sequential set V̄ , i.e.,
π(Dj) = Φ−1(dj), such that sm(Dj) = σ(dj). Then, we obtain according to Proposition 5.4 that

g+r∑
i=g+1

sm(Ci) =

g+r∑
i=g+1

σ(ci) ≡ (2− 2g)− rmod m.

Hence, by Lemma 4.9, we obtain

g∏
i=1

[Ai, Bi] ·
g+r∏
i=g+1

Ci = e.

This, and the fact that, for any i = 1, . . . , r,

pi · sm(Cg+i) + 1 = pi · σ(cg+i) + 1 ≡ 0 mod m,

imply, according to Lemma 4.8, that the subgroup Γ∗ of Gm generated by V is a lift of Γ into
Gm. Let us compare the corresponding Arf function σΓ∗ with the Arf function σ. We have
σΓ∗(dj) = sm(Dj) = σ(dj) for all j, i.e., the Arf functions σΓ∗ and σ coincide on the standard
set of generators v. Thus, by Lemma 5.6 the Arf functions σΓ∗ and σ coincide on the whole
π0(P, p). From the definition of σΓ∗ and Γ∗σ, we see that this implies that Γ∗ = Γ∗σ; hence, Γ∗σ
is indeed a lift of Γ into Gm. It is clear from the definitions that the mappings Γ∗ 7→ σΓ∗ and
σ 7→ Γ∗σ are inverse to each other. �

Corollary 5.10. Let P be a Riemann orbifold of signature (g : p1, . . . , pr). Let

v = {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r}
be a standard set of generators of π(P, p). An m-Arf function on π0(P, p) exists if and only
if the signature (g : p1, . . . , pr) satisfies the liftability conditions described in Proposition 4.10.
Moreover, if the liftability conditions are satisfied then any possible tuple of 2g values in Z/mZ
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can be realised in a unique way as a set of values on ai, bi of an m-Arf function on π0(P, p),
hence there are m2g different m-Arf functions on π0(P, p).

Proof. The statement follows immediately from Theorem 5.9 and Proposition 4.10. �

6. Moduli spaces of Gorenstein singularities

We study the moduli space of Gorenstein quasi-homogeneous surface singularities (GQHSS).
Using Proposition 2.4, we define the moduli space of GQHSS of level m as the space of conjugacy
classes of subgroups Γ∗ in Gm such that the restriction of the covering map Gm → G = PSL(2,R)
to Γ∗ is an isomorphism between Γ∗ and a Fuchsian group Γ. The projection Γ∗ 7→ Γ from the
moduli space of GQHSS of level m to the moduli space of Riemann orbifolds is a finite ramified
covering.

6.1. Topological classification of higher Arf functions. There is a 1-1-correspondence (see
Theorem 5.9) between automorphy factors of level m and m-Arf functions on π0(P, p). This
correspondence allows us to reduce the problem of finding the number of connected components
of the moduli space of GQHSS of level m to the problem of finding the number of orbits of
the action of the group of self-homeomorphisms on the set of m-Arf functions. We describe
the orbit of an m-Arf function under the action of the group of homotopy classes of surface
self-homeomorphisms.

Let P be a Riemann orbifold of signature (g : p1, . . . , pr). Let p ∈ P .

Definition 6.1. Let σ : π0(P, p) → Z/mZ be an m-Arf function. We define the Arf invariant
δ = δ(P, σ) of σ as follows: If g > 1 and m is even, then we set δ = 0 if there is a standard set of
generators {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r} of the orbifold fundamental group π(P, p) such that

g∑
i=1

(1− σ(ai))(1− σ(bi)) ≡ 0 mod 2

and we set δ = 1 otherwise. If g > 1 and m is odd, then we set δ = 0. If g = 0, then we set δ = 0.
If g = 1, then we set δ = gcd(m, p1 − 1, . . . , pr − 1, σ(a1), σ(b1)), where {a1, b1, c2, . . . , cr+1} is a
standard set of generators of the fundamental group π(P, p).

Remark. It is not hard to see that δ does not change under the transformations described in
Lemma 5.5, i.e., it is indeed an invariant of the Arf function.

Proof. Let D, v, v′, αi, βi, γi, α
′
i, β
′
i, γ
′
i be as in Lemma 5.5. Let us first consider the case g > 1:

For a Dehn twist of type 1, we have

(1− α′1)(1− β′1) = (1− (α1 + β1))(1− β1)

= (1− α1)(1− β1)− β1(1− β1) ≡ (1− α1)(1− β1) mod 2.

For a Dehn twist of type 2, we have

(1− α′1)(1− β′1) + (1− α′2)(1− β′2)

= (1− α1)(1− β1 + α1 + α2 + 1) + (1− α2)(1− β2 + α1 + α2 + 1)

= (1− α1)(1− β1) + (1− α2)(1− β2) + (2− (α1 + α2))((α1 + α2) + 1)

≡ (1− α1)(1− β1) + (1− α2)(1− β2) mod 2.
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For a Dehn twist of type 3, since m is even and p1 · γg+1 + 1 ≡ 0 mod m, we have that γg+1 is
odd. Then, γg+1 + 1 ≡ 0 mod 2 and 1 + βg ≡ 1− βg mod 2 imply

(1− α′g)(1− β′g) = (1 + βg)(1− αg + (γg+1 + 1))

≡ (1 + βg)(1− αg) ≡ (1− βg)(1− αg) mod 2.

Dehn twists of type 4 do not change δ since they only permute (αk, βk) with (αk+1, βk+1). Dehn
twists of type 5 do not change δ since they only permute γi.

Let us now consider the case g = 1: Dehn twists of types 2 and 4 involve pairs ai, bi and aj , bj ,
i.e., they are not applicable in the case g = 1. Dehn twists of type 5 do not change δ since they
do not change αi, βi. For a Dehn twist of type 1, we obtain α′1 = α1 + β1 and β′1 = β1. Thus,

gcd(α′1, β
′
1) = gcd(α1 + β1, β1) = gcd(α1, β1)

and, therefore, gcd(m, p1 − 1, . . . , pr − 1, α′1, β
′
1) = gcd(m, p1 − 1, . . . , pr − 1, α1, β1). For a Dehn

twist of type 3, we obtain α′1 = −β1 and β′1 = α1 − γ2 − 1. Let d be a common divisor of
m, p1 − 1, . . . , pr − 1, α1, β1, i.e

m ≡ α1 ≡ β1 ≡ 0 mod d, p1 ≡ · · · ≡ pr ≡ 1 mod d.

We know that p1 · γ2 + 1 ≡ 0 mod m, but m ≡ 0 mod d; hence, p1 · γ2 + 1 ≡ 0 mod d. Since
p1 ≡ 1 mod d, we obtain that γ2 + 1 ≡ 0 mod d. Hence, d is a common divisor of

m, p1 − 1, . . . , pr − 1, α′1 = −β1, β
′
1 = α1 − (γ2 + 1).

Similarly, every common divisor of

m, p1 − 1, . . . , pr − 1, α′1, β
′
1

is a common divisor of m, p1−1, . . . , pr−1, α1, β1. Thus, the greatest common divisors coincide.
�

Definition 6.2. By the type of the m-Arf function (P, σ), we mean the tuple (g, p1, . . . , pr, δ),
where δ is the Arf invariant of σ defined above.

Lemma 6.1. Let σ : π0(P, p)→ Z/mZ be an m-Arf function.

(a) If g > 1, then there is a standard set of generators

v = {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r}

of π(P, p) such that (σ(a1), σ(b1), . . . , σ(ag), σ(bg)) = (0, ξ, 1, . . . , 1) with ξ ∈ {0, 1}. If m
is odd then the set of generators can be chosen in such a way that ξ = 1, i.e., so that
(σ(a1), σ(b1), . . . , σ(ag), σ(bg)) = (0, 1, 1, . . . , 1).

(b) If g = 1, then there is a standard set of generators v = {a1, b1, c2, . . . , cg+1} of π(P, p) such
that (σ(a1), σ(b1)) = (δ, 0), where δ is the Arf invariant of σ.

Proof. The proof is along the lines of the proofs of Lemma 5.1 and Lemma 5.2 in [NP09]. Using
generalised Dehn twists of types 1, 2 and 4, we can show that a set of generators can be chosen
in the desired way. The last step in the proof of Lemma 5.1 in [NP09] was to show that, if m
and σ(cg+i) were even, then we could transform a set of generators with

(σ(a1), σ(b1), . . . , σ(ag), σ(bg)) = (0, 0, 1, . . . , 1)

into a set of generators with (σ(a1), σ(b1), . . . , σ(ag), σ(bg)) = (0, 1, 1, . . . , 1). However, in the
situation we are considering now, we know that σ(cg+i) satisfies the equation pi ·σ(cg+i) + 1 ≡ 0
modulo m. Therefore, if m is even then σ(cg+i) must be odd. Hence, this last reduction step is
not possible in the case considered here. �
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Theorem 6.2. A tuple t = (g, p1, . . . , pr, δ) is the type of a hyperbolic m-Arf function on a
Riemann orbifold of signature (g : p1, . . . , pr) if and only if it satisfies the following conditions:

(a) The liftability conditions: The orders p1, . . . , pr are prime with m and satisfy the condition

(p1 · · · pr) ·

(
r∑
i=1

1

pi
− (2g − 2)− r

)
≡ 0 modm.

(b) If g > 1 then δ ∈ {0, 1}.
(c) If g > 1 and m is odd then δ = 0.
(d) If g = 1 then δ is a divisor of gcd(m, p1 − 1, . . . , pr − 1).
(e) If g = 0 then δ = 0.

Proof. Let us first assume that the tuple t is a type of a hyperbolic m-Arf function on an orbifold
of signature (g : p1, . . . , pr). Then, according to Corollary 5.10, the signature (g : p1, . . . , pr)
satisfies the liftability conditions. If g > 1 and m is odd, then, according to Lemma 6.1, there is
a standard set of generators

{a1, b1, . . . , ag, bg, cg+1, . . . , cg+r}

of π0(P, p) such that

(σ(a1), σ(b1), . . . , σ(ag), σ(bg)) = (0, 1, 1, . . . , 1).

Hence, δ(P, σ) = 0 by definition. If g = 1, then δ is a divisor of m, p1−1, . . . , pr−1 by definition.
If g = 0, then δ = 0 by definition.

Now, let us assume that t = (g, p1, . . . , pr, δ) satisfies the conditions (a)-(e). Let P be a Riemann
orbifold of signature (g : p1, . . . , pr) and let

{a1, b1, . . . , ag, bg, cg+1, . . . , cg+r}

be a standard set of generators of π0(P, p). According to Corollary 5.10, any tuple of 2g values
in Z/mZ can be realised as a set of values on ai, bi of an m-Arf function on π0(P, p). In
particular, if g > 1, then, for any δ ∈ {0, 1}, there exists an m-Arf function σδ such that
(σδ(a1), σδ(b1), . . . , σδ(ag), σ

δ(bg)) = (0, 1 − δ, 1, . . . , 1) and, if g = 1, then, for any divisor δ of
m, p1 − 1, . . . , pr − 1, there exists an m-Arf function σδ such that (σδ(a1), σδ(b1)) = (δ, 0). Let
g > 1. If δ = 0, then the equation δ(σ0) = 0 is satisfied by definition. If δ = 1 and m is even,

it remains to prove that δ(σ1) = 1. To this end, we recall that
g∑
i=1

(1 − σ(ai))(1 − σ(bi)) mod 2

is preserved under the Dehn twists and, hence, is equal to 1 modulo 2 for any standard set of
generators. Now, let g = 1. Then, δ(σδ) = gcd(m, p1− 1, . . . , pr− 1, δ, 0) = δ, since δ is a divisor
of gcd(m, p1 − 1, . . . , pr − 1). �

6.2. Teichmüller spaces of Fuchsian groups. We recall the results on the moduli spaces of
Fuchsian groups from [Zie81]. Let Γg;p1,...,pr be the group generated by the elements

v = {a1, b1, . . . , ag, bg, cg+1, . . . , cg+r}

with defining relations

g∏
i=1

[ai, bi]

g+r∏
i=g+1

ci = 1, cp1

g+1 = · · · = cprg+r = 1.

We denote by T̃g;p1,...,pr the set of monomorphisms ψ : Γg;p1,...,pr → Aut(H) such that

ψ(v) = {aψ1 , b
ψ
1 , . . . , a

ψ
g , b

ψ
g , c

ψ
g+1, . . . , c

ψ
g+r}
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is a sequential set of signature (g; p1, . . . , pr). For (g; p1, . . . , pr) to be a signature of a group of

hyperbolic isometries, we have to assume that
r∑
i=1

1
pi
< r + (2g − 2). The group Aut(H) acts

on T̃g;p1,...,pr by conjugation. We set Tg;p1,...,pr = T̃g;p1,...,pr/Aut(H). We parametrise the space

T̃g;p1,...,pr by the fixed points and shift parameters of the elements of the sequential sets ψ(v).
We use here the following analogue of a version [Nat78, Nat04] of the Theorem of Fricke and
Klein [FK65]:

Theorem 6.3. The space Tg;p1,...,pr is diffeomorphic to an open domain in the space R6g−6+2r

which is homeomorphic to R6g−6+2r.

For an element ψ : Γg;p1,...,pr → Aut(H) of T̃g;p1,...,pr , we write

M̃od
ψ

= M̃od
ψ

g;p1,...,pr = {α ∈ Aut(Γg;p1,...,pr )
∣∣ ψ ◦ α ∈ T̃g;p1,...,pr}.

One can show that M̃od
ψ

does not depend on ψ; hence, we write M̃od instead of M̃od
ψ

. Let

IM̃od be the subgroup of all inner automorphisms of Γg;p1,...,pr and let

Modg;p1,...,pr = Mod = M̃od/IM̃od.

We now recall the description of the moduli space of Riemann orbifolds

Theorem 6.4. The group Mod = Modg;p1,...,pr and the group of homotopy classes of orientation
preserving self-homeomorphisms of the orbifold of signature (g : p1, . . . , pr) are naturally isomor-
phic. The group Modg;p1,...,pr acts naturally on Tg;p1,...,pr by diffeomorphisms. This action is
discrete. The quotient set of Tg;p1,...,pr by the action of Modg;p1,...,pr can be identified naturally
with the moduli space Mg;p1,...,pr of Riemann orbifolds of signature (g : p1, . . . , pr).

6.3. Connected components of the moduli space.

Definition 6.3. We denote by Sm(t) = Sm(g, p1, . . . , pr, δ) the set of all GQHSS of level m and
signature (g : p1, . . . , pr) such that the associated m-Arf function is of type t = (g, p1, . . . , pr, δ).

Theorem 6.5. Let t = (g, p1, . . . , pr, δ) be a tuple that satisfies the conditions of Theorem 6.2,
i.e., the space Sm(t) is not empty. Then, the space Sm(t) is homeomorphic to

Tg;p1,...,pr/Modmg;p1,...,pr (t),

where Tg;p1,...,pr is homeomorphic to R6g−6+2r and Modmg;p1,...,pr (t) acts on Tg;p1,...,pr as a sub-
group of finite index in the group Modg;p1,...,pr .

Proof. Let us consider an element ψ of the space Tg;p1,...,pr , i.e., consider a homomorphism
ψ : Γg;p1,...,pr → Aut(H). To the homomorphism ψ, we attach an orbifold Pψ = H/ψ(Γg;p1,...,pr ),
a standard set of generators

vψ = ψ(v) = {aψ1 , b
ψ
1 , . . . , a

ψ
g , b

ψ
g , c

ψ
g+1, . . . , c

ψ
g+r}

of π(Pψ, p) and an m-Arf function σψ on this surface given by

(σψ(aψ1 ), σψ(bψ1 )) = (δ, 0) if g = 1,

(σψ(aψ1 ), σψ(bψ1 ), σψ(aψ2 ), σψ(bψ2 ), . . . , σψ(aψg ), σψ(bψg ))

= (0, 1− δ, 1, . . . , 1) if g > 1.

By Theorem 5.9, the m-Arf function σψ on the orbifold Pψ corresponds to a lift of ψ(Γg;p1,...,pr )
into Gm. This correspondence defines a map Tg;p1,...,pr → Sm(t). According to Theorem 6.2,
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this map is surjective. Let Modmg;p1,...,pr (t) be the subgroup of Aut(Pψ) = Modg;p1,...,pr that
preserves the m-Arf function σψ. For any point in Sm(t), its pre-image in Tg;p1,...,pr consists of
an orbit of the subgroup Modmg;p1,...,pr (t). Thus, Sm(t) = Tg;p1,...,pr/Modmg;p1,...,pr (t). �

Summarizing the results of Theorems 6.2 and 6.5, we obtain the following:

Theorem 6.6.

1) Two hyperbolic GQHSS are in the same connected component of the space of all hyperbolic
GQHSS if and only if they are of the same type. In other words, the connected components
of the space of all hyperbolic GQHSS are those sets Sm(t) that are not empty.

2) The set Sm(t) is not empty if and only if t = (g, p1, . . . , pr, δ) has the following properties:
(a) The orders p1, . . . , pr are prime with m and satisfy the condition

(p1 · · · pr) ·

(
r∑
i=1

1

pi
− (2g − 2)− r

)
≡ 0 modm.

(b) If g > 1 and m is odd, then δ = 0.
(c) If g = 1, then δ is a divisor of gcd(m, p1 − 1, . . . , pr − 1).
(d) If g = 0, then δ = 0.

3) Any connected component Sm(t) of the space of all hyperbolic GQHSS of level m and signa-
ture (g : p1, . . . , pr) is homeomorphic to

R6g−6+2r/Modmg;p1,...,pr (t),

where Modmg;p1,...,pr (t) is a subgroup of finite index in the group Modg;p1,...,pr and acts dis-

cretely on R6g−6+2r.

7. Concluding Remarks

1) Higher Spin Structures on General Riemann Orbifolds: Combining the results in
this paper on moduli spaces of higher spin structures on compact Riemann orbifolds with
the results on moduli spaces of higher spin structures on Riemann surfaces with holes and
punctures in [NP09], we obtain a description of moduli spaces of higher spin structures on
Riemann orbifolds with holes and punctures.

2) Q-Gorenstein singularities: A normal isolated singularity of dimension at least 2 is Q-
Gorenstein if there is a natural number r such that the divisor r ·KX is defined on a punctured
neighbourhood of the singular point by a function. Here, KX is the canonical divisor of X.
According to [Pra07], hyperbolic Q-Gorenstein quasi-homogeneous surface singularities are
in 1-to-1 correspondence with groups of the form C∗ × Γ∗, where C∗ is a lift of a finite
cyclic group of order r into Gm and Γ∗ is a lift of a Fuchsian group Γ into Gm. The lift of
a finite cyclic group is unique; hence, hyperbolic Q-Gorenstein quasi-homogeneous surface
singularities are in 1-to-1 correspondence with lifts of a Fuchsian group into Gm. Thus, the
moduli space of hyperbolic Q-Gorenstein quasi-homogeneous surface singularities coincides
with the moduli space of hyperbolic Gorenstein quasi-homogeneous surface singularities as
described in Theorem 6.6.

3) Spherical and Euclidean Automorphy Factors: For a spherical Gorenstein automorphy
factor (CP1,Γ, L), the group of automorphisms is Aut(U) = Aut(CP1) = PSU(2). The finite
subgroups of SU(2) are the cyclic groups, the dihedral groups and the symmetry groups of the
regular polyhedra, i.e., the tetrahedral, octahedral and icosahedral groups. The corresponding
singularities are Ak, Dk, E6, E7, E8. For a Euclidean Gorenstein automorphy factor (C,Γ, L),
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the group Γ is contained in the translation subgroup of Aut(C) and can be identified with a
sublattice Z · 1 + Z · τ of the additive group C, where τ ∈ C and Im(τ) > 0, see [Dol83b].

The corresponding singularities are Ẽ6, Ẽ7, Ẽ8. All GQHSS other than Ak, Dk, E6, E7, E8,
Ẽ6, Ẽ7, Ẽ8 belong to the class of hyperbolic GQHSS, which is studied in this paper.
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BRIANÇON-SPEDER EXAMPLES AND THE FAILURE OF WEAK

WHITNEY REGULARITY

KARIM BEKKA AND DAVID TROTMAN

1. Introduction

In [3, 5] we introduced a weakened form of Whitney’s condition (b), motivated by the work
of M. Ferrarotti on metric properties of Whitney stratified sets [11, 12]. The resulting weakly
Whitney stratified sets retain many properties of Whitney stratified sets, in particular they are
locally topologically trivial along strata [26, 16], because they are Bekka (c)-regular (see section
5) and so they have the structure of abstract stratified sets [3, 4], and thus are triangulable [14].
Weakly Whitney stratified sets also have many metric properties known to hold for Whitney
stratified sets [7]. Orro and Trotman [20], Parusiński [23], Pflaum [24], and Schürmann [25] have
described and developed further useful properties of weakly Whitney stratified sets.

There are real algebraic varieties with weakly Whitney regular stratifications which are not
Whitney regular, and we give such an example in section 3 below. No examples are known
among complex analytic varieties however, so that the natural question arises : do Whitney
regularity and weak Whitney regularity coincide in the complex case? As a test, in this paper
we study the weak Whitney regularity of the well-known Briançon-Speder examples, consisting
of Milnor number constant families of complex surface singularities in C3 which are not Whitney
regular [9], although they are (c)-regular because they are weighted homogeneous with constant
weights.

We investigate systematically all of these (infinitely many) Briançon-Speder examples, and
establish in particular that none of the examples are weakly Whitney regular. We determine all
the complex curves along which Whitney (b)-regularity fails and all the complex curves along
which weak Whitney regularity fails. It turns out that for each example there are a finite number
of curves γi with the property that weak Whitney regularity fails along every curve tangent to
one of the γi at the origin, while weak Whitney regularity holds along all other curves. For
example, the classical Briançon-Speder example

ft(x, y, z) = x5 + txy6 + y7z + z15

for which µ(ft) = 364, has 16 such curves γ1, . . . , γ16, where each γi(s) is of the form

(s8, as5, 4a−7s5,−5a−6s2) ∈ C4,

with a16 = −8 (hence the 16 distinct complex solutions).
It should be of interest to interpret these curves in the light of other studies of the metric

geometry of singular complex surfaces, for example the recent work of Birbrair, Neumann and
Pichon characterising their inner bilipschitz geometry [8], and the work of Neumann and Pichon
characterising outer bilipschitz triviality [19], or the work of Garcia Barroso and Teissier on the
local concentrations of curvature [13].

Further evidence that weak Whitney regularity and Whitney regularity might be equivalent
for complex analytic stratifications, at least for complex analytic hypersurfaces, comes from a

http://dx.doi.org/10.5427/jsing.2013.7f
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recent result of the second author with Duco van Straten [29] that equimultiplicity of a family
of complex analytic hypersurfaces follows from weak Whitney regularity.

The second author acknowledges the support of the University of Rennes 1 during several
visits to Rennes, when much of the work in this paper was done.

2. Definitions.

We start by recalling the Whitney conditions.
Let X,Y be two submanifolds of a riemannian manifold M and take y ∈ X ∩ Y .

Condition (a): The triple (X,Y, y) satisfies Whitney’s condition (a) if for each sequence of
points {xi} of X converging to y ∈ Y such that TxiX converges to τ (in the corresponding
grassmannian in TM), then TyY ⊂ τ .
Condition (b): The triple (X,Y, y) satisfies Whitney’s condition (b) if for each local diffeomor-
phism h : Rn →M onto a neighbourhood U of y in M and for each sequence of points {(xi, yi)} of
h−1(X)×h−1(Y ) converging to (h−1(y), h−1(y)), such that the sequence {Txih−1(X)} converges
to τ in the corresponding grassmannian and the sequence {xiyi} converges to ` in Pn−1(R), then
` ⊂ τ .
Condition (bπ): The triple (X,Y, y) satisfies Whitney’s condition (bπ) if for each local diffeo-
morphism h : Rn → M onto a neighbourhood U of y in M and for each sequence of points
{xi} of h−1(X) converging to h−1(y), such that the sequence {Txih−1(X)} converges to τ in the

corresponding grassmannian and the sequence {xiπ(xi)} converges to ` in Pn−1(R), then ` ⊂ τ .
One says that (X,Y ) satisfies condition (a) (resp.(b), (bπ)) if (X,Y, y) satisfies (a) (resp. (b),

(bπ)) at each y ∈ X ∩ Y .

Remark 2.1. It is an easy exercise to check that condition (b) implies condition (a) [16]. Also
(b) is equivalent to both (a) and (bπ) holding [18].

We now introduce a regularity condition (δ), obtained by weakening condition (b).
Given a euclidean vector space V , and two vectors v1, v2 ∈ V ∗ = V − {0}, define the sine of

the angle θ(v1, v2) between them by :

sin θ(v1, v2) =
||v1 ∧ v2||
||v1||.||v2||

where v1 ∧ v2 is the usual vector product and ||.|| is the norm on V induced by the euclidean
structure. Given two vector subspaces S and T of V we define the sine of the angle between S
and T by :

sin θ(S, T ) = sup{sin θ(s, T ) : s ∈ S∗}
where

sin θ(s, T ) = inf{sin θ(s, t) : t ∈ T ∗}.
If πT : V −→ T⊥ is the orthogonal projection onto the orthogonal complement of T , then

sin θ(s, T ) =
||πT (s)||
||s||

.

The definition for lines is similar to that for vectors - take unit vectors on the lines.
One verifies easily that :

sin θ(v1, v3) ≤ sin θ(v1, v2) + sin θ(v2, v3)

for all v1, v2, v3 ∈ V ∗, and

sin θ(S1 + S2, T ) ≤ sin θ(S1, T ) + sin θ(S2, T ),

for subspaces S1, S2, T of V such that S1 is orthogonal to S2.
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Condition (δ): We say that the triple (X,Y, y) satisfies condition (δ) if there exists a local
diffeomorphism h : Rn −→ M to a neighbourhood U of y in M , and there exists a real number
δy, 0 ≤ δy < 1, such that for every sequence {xi, yi} of h−1(X) × h−1(Y ) which converges
to (h−1(y), h−1(y)) such that the sequence xiyi converges to l in Pn−1(R), and the sequence
Txih

−1(X) converges to τ , then sin θ(l, τ) ≤ δy.

Remark 2.2. Clearly condition (b) implies (δ) : just take δy = 0.

Definition 2.3. A weakly Whitney stratification of a subspace A of a manifold M is a locally
finite partition of A into connected submanifolds, called the strata, such that :

(1). Frontier Condition : If X and Y are distinct strata such that X ∩ Y 6= ∅, that is X and
Y are adjacent, then Y ⊂ X.

(2). Each pair of adjacent strata satisfies condition (a).
(3). Each pair of adjacent strata satisfies condition (δ).

Examples. (1). Every Whitney stratification is weakly Whitney regular.
(2). Let X be the open logarithmic spiral with polar equation,

{(r, θ) ∈ R2 | r = e
t

tan(β) , θ = t(mod 2π)} where 0 < β <
π

2
}

and let Y = {0} ⊂ R2. Condition (a) is trivially satisfied for (X,Y, {0}), and condition (δ) is
also satisfied, but condition (b) fails because the angle θ(x0, TxX) = β is constant and nonzero
for all x in X. So this is a weakly Whitney regular stratification which is not Whitney regular.

(3). If X is the open spiral with polar equation

{(r, t) ∈ R2 | r = e−
√
t, t ≥ 0}

and Y = {0} ⊂ R2, then the stratified space X ∪ Y is not weakly Whitney.

Remark 2.4. In the definition of weakly Whitney stratification, we could further weaken condition
(δ) as follows : If π is a local C1 retraction associated to a C1 tubular neighbourhood of Y near
y, a condition (δπ) is obtained from the definition of (δ) by replacing the sequence {yi} by the
sequence {π(xi)}. Clearly (bπ implies (δπ). Recall that (b) ⇐⇒ (bπ) + (a) [18], as noted above
in Remark 2.1.

Lemma 2.5. (δ) + (a)⇐⇒ (δπ) + (a).

Proof. Clearly (δ) =⇒ (δπ), so it suffices to show that (δπ) + (a) =⇒ (δ). In the definition of
(δ) decompose the limiting vector l as the sum of a vector l1 tangent to Y at y, and a vector l2
tangent to π−1(y) at y. Then

sin θ(l, τ) = sin θ(l1 + l2, τ) ≤ sin θ(l1, τ) + sin θ(l2, τ).

By condition (a), sin θ(l1, τ) = 0, hence sin θ(l, τ) ≤ sin θ(l2, τ), which is less than or equal to δy
by hypothesis, implying (δ). �

Using Lemma 2.5 will make checking weak Whitney regularity easier.

3. Real algebraic examples.

Because many of the important applications of Whitney stratifications arise in real algebraic
geometry and real singularity theory, it is necessary to know how weak Whitney regularity
compares with Whitney regularity for semi-algebraic or real algebraic stratifications, as well as
for complex algebraic/analytic stratifications. The following simple example illustrates that weak
Whitney regularity is strictly weaker than Whitney regularity for real algebraic stratifications.
No such example is currently known in the case of complex algebraic stratifications, and this
will be the motivation for the calculations in sections 7, 8 and 9 of this paper.
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Example 3.1. Let V = {(x, y, t) ∈ R3 | y6 = t6x2 + x6}, let Y denote the t-axis, and let
X = V \ Y . One can check that the triple (X,Y, (0, 0, 0)) satisfies conditions (a) and (δ), but
not condition (b). See [6] for details.

The following example illustrates the independence of the conditions (a) and (δ) in the case
of real algebraic stratifications.

Example 3.2. Let V = {(x, y, t) ∈ R3 | y20 = t4x6 + x10}, let Y denote the t-axis and let
X = V \ Y . Then the triple (X,Y, (0, 0, 0)) satisfies condition (δ), but not condition (a). For
details see [6].

4. Some properties of weakly Whitney stratified spaces.

Like Whitney stratified spaces, weakly Whitney stratified spaces are filtered by dimension.

Proposition 4.1. Suppose that a triple (X,Y, y), y ∈ Y ∩X, satisfies conditions (a) and (δ).
Then dimY < dimX.

Definition 4.2. If (A,Σ), (B,Σ′) are weakly Whitney stratified spaces in M , then (A,Σ) and
(B,Σ′) are said to be in general position if for each pair of strata X ∈ Σ and X ′ ∈ Σ′, X and
X ′ are in general position in M , i.e. the natural map :

TxM −→ TxM/TxX ⊕ TxM/TxX
′

is surjective for all x ∈ X ∩X ′.

Proposition 4.3. Let V be a submanifold of M in general position with respect to (A,Σ). Then
(A ∩ V,Σ ∩ V ) is weakly Whitney regular, if (A,Σ) is weakly Whitney regular.

A proof is given in [6]. A stronger statement, in the case of two stratified sets transverse to
each other, is given in [22].

If A is locally closed and (A,Σ) is weakly Whitney (without assuming the frontier condition)
then the stratified space (A,Σc), whose strata are the connected components of the strata of Σ,
automatically satisfies the frontier condition. See [3, 4] for the (c)-regular case, which includes
the case of weakly Whitney stratifications, as remarked below.

Proposition 4.4. Let f : M →M ′ be a C1 map, and let (A,Σ) be a weakly Whitney stratified
space in M ′. If f is transverse to each stratum X ∈ Σ, then the pull-back (f−1(A), f−1(Σ)) is
weakly Whitney stratified.

See [6] for proofs.

5. (c)-regularity of weakly Whitney stratifications.

In this section we recall the fact that weakly Whitney stratified spaces are (c)-regular. It
follows [3, 4] that they can be given the structure of abstract stratified sets in the sense of Thom-
Mather [16], implying in particular local topological triviality along strata and triangulability
[14].

Let (U, φ) be a C1 chart at y for a submanifold Y ⊆M where dimY = d,

φ : (U,U ∩ Y, y) −→ (Rn,Rd × {0}n−d, 0).

Then φ defines a tubular neighbourhood Tφ of U ∩ Y in U , induced by the standard tubular
neighbourhood of Rd × {0}n−d in Rn :

- with retraction πφ = φ−1 ◦ πd ◦ φ where πd : Rn → Rd is the canonical projection,
- and distance function ρφ = ρ ◦ φ : U → R+ where ρ : Rn → R+ is the function defined by

ρ(x1, · · · , xn) = Σni=d+1x
2
i .
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It is well-known (see [16, 27, 28]) that if a pair (X,Y ) of submanifolds of M satisfies Whitney’s
condition (b) then for any sufficiently small tubular neighbourhood TY of Y in M , the map

(πY , ρY )|X∩TY : X ∩ TY −→ Y × R
is a submersion. In fact this property characterises (b)-regularity [27]. For comparison, when
the pair (X,Y ) is weakly Whitney, there exists some tubular neighbourhood TY such that the
map

(πY , ρY )|X∩TY : X ∩ TY −→ Y × R
is a submersion.

Proposition 5.1. Let X,Y be two submanifolds of M , such that Y ⊂ X and let y ∈ Y . If the
triple (X,Y, y) satisfies the weak Whitney conditions, then there exists a C1 chart (U, φ) at y for
Y in M and a neighbourhood U ′ of y, U ′ ⊂ U , such that (πφ, ρφ)|U ′∩X is a submersion.

Corollary 5.2. Let X,Y be two submanifolds of M such that Y ⊂ X and the pair (X,Y )
satisfies the conditions (a) and (δ). Then there exists a tubular neighbourhood TY of Y in M
such that (πY , ρY )|X : X ∩ TY −→ Y × R is a submersion.

Proposition 5.3. Every weakly Whitney stratified space is (c)-regular, and hence is locally
topologically trivial along strata.

For the proofs see [6]. We note that, when weak Whitney regularity holds, the control function
in the definition of (c)-regularity can be chosen to be a standard distance function arising from a
tubular neighbourhood. This means that weak Whitney regularity is a much stronger condition
than mere (c)-regularity, for which the control function may be weighted homogeneous or even
infinitely flat along Y .

6. Complex stratifications.

In Example 3.1 we saw an example of a weakly Whitney regular real algebraic stratification
in R3 which is not Whitney (b)-regular. We are now interested in comparing weak Whitney reg-
ularity and Whitney regularity of complex analytic or complex algebraic stratifications, the main
question being whether the extra ‘rigidity’ of complex analytic varieties prevents the existence
of weakly Whitney complex analytic stratifications which are not Whitney regular.

Let F be an analytic function germ from Cn × C to C, defined in a neighbourhood of 0,

F : Cn × C, 0 −→ C, 0
(x, t) 7−→ F (x, t)

where F (0, t) = 0. We denote by π the projection on the second factor, and let V = F−1(0),
Y = {0}n × C and Vt = {x ∈ Cn | F (x, t) = 0}. We assume that each Vt has an isolated
singularity at (0, t), the critical set of the restriction of π to V is Y, and X = V \Y is an analytic
complex manifold of dimension n.
For each point (x, t) ∈ X we have

T(x,t)X =

{
(u, v) ∈ Cn × C

∣∣∣∣∣
n∑
i=1

ui
∂F

∂xi
(x, t) + v

∂F

∂t
(x, t) = 0

}
=
(
CgradF

)⊥
.

Let gradF = ( ∂F∂x1
, . . . , ∂F∂xn ,

∂F
∂t ), gradxF = ( ∂F∂x1

, . . . , ∂F∂xn ) and

‖gradxF‖2 =

n∑
i=1

‖ ∂F
∂xi
‖2.

The following characterisations of conditions (a), (bπ) and (δπ) are straightforward.
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Whitney’s condition (a)

The pair (X,Y ) satisfies Whitney’s condition (a) at 0 if and only if

lim
(x,t)→0
(x,t)∈X

(
∂F
∂t (x, t)

‖gradxF (x, t)‖

)
= 0.

Whitney’s condition (bπ)

The couple (X,Y ) satisfies Whitney’s condition (bπ) at 0 if and only if

lim
(x,t)→0
(x,t)∈X

( ∑n
i=1 xi

∂F
∂xi

(x, t)

‖x‖‖gradxF (x, t)‖

)
= 0.

Condition (δπ)

The pair (X,Y ) satisfies the (δπ) condition at 0 if and only if there exists a real number
0 ≤ δ < 1 such that

lim
(x,t)→0
(x,t)∈X

( ∑n
i=1 xi

∂F
∂xi

(x, t)

‖x‖‖gradxF (x, t)‖

)
≤ δ.

Recall that Whitney’s condition (b) implies (a) + (δπ).
Question. Is the converse true in the complex hypersurface case, i.e. does (a) + (δπ) imply (b)
or, equivalently, does (a) + (δπ) imply (bπ) ?

Remark 6.1. Because weak Whitney regularity implies local topological triviality along strata,
if we wish to decide whether weak Whitney regularity and Whitney regularity are equivalent for
complex hypersurfaces, we can restrict to studying families of isolated singularities of complex
hypersurfaces with constant Milnor number (Milnor number is a topological invariants). But we
know by the fundamental result of Lê Dung Tràng and K. Saito [15] that a family of complex
hypersurfaces with isolated singularities has constant Milnor number if and only if

lim
(x,t)→0

(
∂F
∂t (x, t)

‖gradxF (x, t)‖

)
= 0,

which implies condition (a).

The following lemma due to Briançon and Speder [10] gives an equivalent condition to (bπ)
when (a) is satisfied.

Let γ : ([0, 1], 0) → (Cn × C, 0), be a germ of an analytic arc and ν the valuation along γ in
the local ring On+1,0.

Notation. Let ν(x) := inf{ν(xi)|1 ≤ i ≤ n} and ν(Jx(F )) := inf{ν( ∂F∂xi |1 ≤ i ≤ n}.

Lemma 6.2. The following statements are equivalent:
(i) the pair (X,Y ) satisfies (bπ) at 0,
(ii)

lim
(x,t)→0
(x,t)∈X

(
t∂F∂t (x, t)

‖x‖‖gradxF (x, t)‖

)
= 0.

In other words, the following statements are equivalent:
(i) ν(

∑n
i=1 xi

∂F
∂xi

) > ν(x) + ν(Jx(F ))

(ii) ν(t) + ν(∂F∂t ) > ν(x) + ν(Jx(F ))
where ν is the valuation along germs of analytic arcs γ : [0, 1]→ X.
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Proof. For s ∈ [0, 1], γ(s) = (x1(s), . . . , xn(s), t(s)).
Since F ◦ γ ≡ 0, we have

n∑
i=1

x′i(s)
∂F ◦ γ
∂xi

(s) = −t′(s)∂F ◦ γ
∂t

(s). (∗)

If a = ν(x) and b = ν(Jx(F )), there exist two non zero vectors of Cn, A and B, such that

(x1(s), . . . , xn(s)) = Asa + . . .

and (
∂F ◦ γ
∂x1

(s), . . . ,
∂F ◦ γ
∂xn

(s)

)
= Bsb + . . . .

We suppose (i) holds. Then since

n∑
i=1

xi(s)
∂F ◦ γ
∂xi

(s) = 〈A,B〉sa+b + . . . ,

we must have 〈A,B〉 = 0.
From (*) we have

t′(s)
∂F ◦ γ
∂t

(s) = −
n∑
i=1

x′i(s)
∂F ◦ γ
∂xi

(s) = −a〈A,B〉sa+b−1 + . . . .

Then

ν(t) + ν(
∂F

∂t
) = ν(t′(s)

∂F ◦ γ
∂t

) + 1 > (a+ b− 1) + 1 = a+ b.

We suppose now that (ii) holds. Then since

t′(s)
∂F ◦ γ
∂t

= −a〈A,B〉sa+b−1 + . . . ,

we must have again 〈A,B〉 = 0, which is exactly condition (i). �

7. The Briançon and Speder example with µ = 364.

In this section we study the original example, due to Briançon and Speder [9], of a topologically
trivial family of isolated complex hypersurface singularities which is not Whitney regular. The
examples of Briançon and Speder given in [9] were the only such examples known, until very
recently.

Initially we shall carry out explicit calculations for the most well-known example of Briançon
and Speder, analysed in their celebrated note of January 1975 :

F (x, y, z, t) = Ft(x, y, z) = x5 + txy6 + y7z + z15

for which µ(Ft) = 364 for all t near 0.

Theorem 7.1. The Briançon and Speder example F (x, y, z, t) = x5 + txy6 + y7z + z15 is not
weakly Whitney regular.

Proof. Let F (x, y, z, t) = x5 + txy6 +y7z+ z15. Then F is a quasihomogenous µ-constant family
of type (3, 2, 1; 15). Thus the stratification (F−1(0) \ (0t), (0t)) is (a)-regular by Remark 6.1

We shall construct an explicit analytic path γ(s) = (x(s), y(s), z(s), t(s)) contained in F−1(0)
such that

∆(x, y, z, t) =

( ∑n
i=1 xi

∂F
∂xi

(x, y, z, t)

‖x‖‖gradxF (x, y, z, t)‖

)
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tends to 1 when (x, y, z, t) tends to 0 along γ(s). This means that condition (δπ) is not satisfied
at 0, by the characterisation given in section 6. By Lemma 2.4 it then follows using (a)-regularity
that (δ) is not satisfied at 0, so that weak Whitney regularity fails.

Following [9] and [27] we take

x(s) = s8

y(s) = as5

z(s) =
4

a7
λs5

t(s) = − 5

a6
s2

with a 6= 0.
For γ(s) to lie on F−1(0) we must have that

F (γ(s)) = (1− 5

a6
a6 + 4λ+ (

4

a7
)15λ15s35)s40 ≡ 0,

so that

G(λ, s) = −4 + 4λ+ (
4

a7
)15λ15s35 ≡ 0.

ince ∂G
∂λ (λ, 0) = 4 6= 0, it follows by the implicit function theorem that λ is a function of s for s

near 0.
Note that λ(0) = 1.
Then we have along γ(s) near s = 0,

∂F

∂x
= 5x4 + ty6 = 5s32 − 5

a6
a6s32 = 0,

∂F

∂y
= 6txy5 + 7y6z =

(
−30

a
+

28

a
λ

)
s35,

∂F

∂z
= y7 + 15z14 = a7s35 + 15(

4

a7
)14λ14s70 ∼ a7s35.

Because λ(0) = 1, the limit of the orthogonal secant vectors

(x, y, z)

‖(x, y, z)‖
is

(0 : a :
4

a7
) = (0 : a8 : 4),

and the limit of the normal vectors

gradxF (x, y, z, t)

‖gradxF (x, y, z, t)‖
is

(0 :
−2

a
: a7) = (0 : −2 : a8).

Then ∆(γ(s)) tends to 1 if and only if (0 : a8 : 4) = (0 : −2 : a8), i.e.

a8

4
=
−2

a8
⇐⇒ a16 = −8.

It follows that (δπ) is not satisfied along γ if and only if a16 = −8. Choosing a to be one of these
16 complex numbers, we have the desired conclusion, i.e. that (δπ) fails. It follows as above that
weak Whitney regularity fails, proving the theorem. �
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Note that in the proof above we cannot exclude the possibility that there are other curves on
which (δπ) fails. To clarify the situation, in the next section we make a systematic study of all
curves γ(s) on F−1(0) and passing through the origin.

A similar calculation as in the theorem above for the simpler µ-constant family

F (x, y, z, t) = x3 + txy3 + y4z + z9,

for which µ = 56 (also due to Briançon and Speder [9]), shows that (δπ) fails for this example too.
Our systematic study to determine all curves on which (δπ) fails for this simpler example will be
extended to a more general study, given in section 9 below, of an infinite family of examples, of
which x3 + txy3 + y4z+ z9 is the first, again defined by Briançon and Speder in their celebrated
1975 note [9].

In what follows we determine the initial terms of all curves along which condition (δ) fails, or
equivalently along which (δπ) fails, by Lemma 2.5.

8. Failure of weak Whitney regularity: a complete analysis.

Take again

F (x, y, z, t) = x5 + txy6 + y7z + z15.

Let γ : ([0, 1], 0) → (F−1(0), 0) ⊂ (Cn × C, 0) be a germ of an analytic arc and let ν be the
valuation along γ.

Let X = (x, y, z) and

JXF = (
∂F

∂x
,
∂F

∂y
,
∂F

∂z
).

We will use the notations

ν(X) := inf{ν(x), ν(y), ν(z)},

and

ν(JX(F )) := inf{ν(
∂F

∂x
), ν(

∂F

∂y
), ν(

∂F

∂z
)}.

We begin by determining the curves along which condition (bπ) holds (because (a)-regularity
holds, by Remark 6.1, we know that (bπ) is equivalent to (b), by Remark 2.1).

By Lemma 6.2, the µ-constant property and the Lê-Saito theorem (see Remark 6.1), if
ν(t) ≥ ν(X) then

ν(t) + ν(
∂F

∂t
) ≥ ν(X) + ν(

∂F

∂t
)

> ν(X) + ν(JX(F ))),

so that (bπ) holds by Lemma 6.2, and hence Whitney’s condition (b) holds also.
We can therefore suppose from now on that ν(t) < ν(X).
If

ν(
∂F

∂x
) = inf{4ν(x), ν(t) + 6ν(y)} (1)

we have:
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(1). when 4ν(x) ≥ ν(t) + 6ν(y), so that ν(x) > ν(y), then

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + 6ν(y)

> ν(y) + ν(t) + 6ν(y)

= ν(y) + ν(
∂F

∂x
) (by (1))

≥ ν(X) + ν(JX(F )),

When however

ν(
∂F

∂x
) > inf{4ν(x), ν(t) + 6ν(y)} (2)

then we must have

4ν(x) = ν(t) + 6ν(y). (3)

Because F ◦ γ ≡ 0, we have that

x5 + txy6 = −y7z − z15. (4)

On the other hand

x5 + ty6x = −4x5 + x
∂F

∂x
and (2) imply that

ν(x5 + ty6x) = 5ν(x).

Hence, by (4),

5ν(x) ≥ inf{7ν(y) + ν(z), 15ν(z)}
and, unless ν(y) = 2ν(z), it follows that

5ν(x) = inf{7ν(y) + ν(z), 15ν(z)}. (5)

(i) If ν(y) > 2ν(z), it follows that ν(x) = 3ν(z). Then, by (1) and using that

∂F

∂z
= y7 + 15z14 (6)

it follows that

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + 6ν(y)

> ν(t) + 15ν(z)

> 15ν(z)

= ν(z) + ν(
∂F

∂z
)

≥ ν(X) + ν(JX(F )),

and hence (bπ) holds.

(ii) If ν(y) = 2ν(z),

(a) and ν(x) = 3ν(z), then from (3) we obtain

12ν(z) = ν(t) + 12ν(z),

i.e. ν(t) = 0, which is impossible;
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(b) and ν(x) > 3ν(z), then

ν(y7 + z14) > 14ν(z)

and from (6) it follows that

ν(
∂F

∂z
) = 14ν(z)

so that

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + 6ν(y)

> ν(t) + 15ν(z)

> 15ν(z)

= ν(z) + ν(
∂F

∂z
)

≥ ν(X) + ν(JX(F )),

so that (bπ) holds, using Lemma 6.2 again.

(iii) If ν(y) < 2ν(z), we have from Equation (5) that

5ν(x) = 7ν(y) + ν(z). (7)

Subtracting (2) from (7) gives

ν(x) + ν(t) = ν(y) + ν(z). (8)

We can suppose now that

ν(x) + ν(t) = ν(y) + ν(z)

and

ν(y) < 2ν(z).

We carry on with the last cases:

(I) If ν(z) > ν(y) we have

ν(z14) > ν(y7),

so that

ν(
∂F

∂z
) = 7ν(y). (9)

Then (1), (8) and (9) give

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + 6ν(y)

= ν(z) + 7ν(y)

> ν(y) + 7ν(y)

= ν(y) + ν(
∂F

∂z
)

≥ ν(X) + ν(JX(F )),

and we have that (bπ) holds, by Lemma 6.2.



WEAK WHITNEY REGULARITY 99

(II) If 2ν(z) > ν(y) > ν(z), then

ν(
∂F

∂z
) = 7ν(y) > 6ν(y) + ν(z),

so that
∂F

∂y
= 6txy6 + 7y7z = 6txy6 − 7(x5 + txy6 + z15)

or
∂F

∂y
= −7x5 − txy6 − 7z15. (10)

Now because 2ν(z) > ν(y) we have that

15ν(z) > ν(z) + 7ν(y),

= ν(x) + ν(t) + 6ν(y) (by (8))

= ν(txy6). (11)

Also by (2)

ν(
∂F

∂x
) > 4ν(x).

This means that

ν(5x4 + ty6) > 4ν(x)

which implies in turn that

ν(−7x5 − txy6) = ν(txy6). (12)

It follows from (10), (11) and (12) that

ν(y
∂F

∂y
) = ν(txy6),

i.e.

ν(
∂F

∂y
) = ν(txy5). (13)

Then

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + 6ν(y)

= ν(txy5) + ν(y)

> ν(txy5) + ν(z)

= ν(
∂F

∂y
) + ν(z) (by (13))

≥ ν(X) + ν(JX(F )),

and again (bπ) holds, by Lemma 6.2

Résumé: a germ of arc (x(s), y(s), z(s), t(s)) along which Whitney condition (b) is
not satisfied must fulfil the following conditions:

• ν(x) > ν(y) = ν(z) > ν(t)
• ν(x) + ν(t) = ν(z) + ν(y)
• 4ν(x) = ν(t) + 6ν(y).
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Resolving these equations we find that

5ν(x) = 8ν(y) and 5ν(t) = 2ν(y),

so that the set of germs of analytic arcs along which Whitney condition (b) is not satisfied is
contained in the set

A := { γ(s) = (x(s), y(s), z(s), t(s)) : [0, 1]→ Cn × C |
x(s) = a1s

α1 + · · ·
y(s) = a2s

α2 + · · ·
z(s) = a3s

α3 + · · ·
t(s) = a4s

α4 + · · ·

with 5α1 = 8α, α2 = α3 = α, 5α4 = 2α, α ≡ 0[5], and ai ∈ C∗satisfying some conditions }
It remains to characterize the subset of arcs along which the (δ) condition is not satisfied, or

equivalently along which the (δπ) condition is not satisfied, using (a)-regularity and Lemma 2.5.
Let γ ∈ A. We may suppose a1 = 1, and write a2 = a, a3 = b and a4 = c.Then

F ◦ γ(s) = (s8α + ...) + (c.a6s8α + . . .) + (a7bs8α + . . .) + (b15s15α + . . .) ≡ 0

so that
s8α(1 + c.a6 + a7.b+ s(. . .+ b15s7α−1 + . . .)) ≡ 0,

and we must have

1 + c.a6 + a7.b = 0.

Thus along γ(s) near s = 0 we have,

∂F

∂x
= 5x4 + ty6 = s

32
5 α(5 + ca6) + . . .

∂F

∂y
= 6txy5 + 7y6z = a5(6c+ 7ab)s7α + . . .

∂F

∂z
= y7 + 15z14 = a7s7α + . . .+ 14b14s14α + . . . .

But now, using (2), ν(∂F∂x ) > 32
5 α imposes the condition 5 + ca6 = 0. It follows that

c = − 5

a6
, b =

4

a7

and

a5(6c+ 7ab) = −2

a
.

The limit of orthogonal secant vectors

(x, y, z)

‖(x, y, z)‖
is

(0 : a : b) = (0 : a8 : 4),

and the limit of normal vectors
gradxF (x, y, z, t)

‖gradxF (x, y, z, t)‖
is

(0 : a5(6c+ 7ab) : a7) = (0 : −2

a
: a7) = (0 : −2 : a8).
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As at the end of section 7 we deduce that (δπ) is not satisfied along γ if and only if

(0 : a8 : 4) = (0 : −2 : a8),

or equivalently when a16 = −8. Choosing a to be one of these 16 complex numbers, we have the
desired conclusion, namely that (δπ) fails precisely on those curves

γ(s) = (x(s), y(s), z(s), t(s))

whose initial terms are

(s8, as5, 4a−7s5,−5a−6s2).

By Lemma 2.5 and (a)-regularity, these are precisely the curves on which (δ) fails, that is to
say we have identified all of the curves on which weak Whitney regularity fails to hold.

9. Other Briançon and Speder examples

We perform similar calculations for the infinite family of examples, also due to Briançon and
Speder [9] :

F (x, y, z, t) = x3 + txyα + yβz + z3α,

where α ≥ 3 and 3α = 2β + 1.
The functions ft(x, y, z) = Ft(x, y, z) are quasihomogenous of type (α, 2, 1; 3α) with isolated
singularity at the origin, for each t, and so each

µt = (3α− 1)(3α− 2) = 2β(2β − 1),

by the Milnor-Orlik formula [17]. Thus ft is a µ-constant family.
We are again hunting for analytic arc germs where condition (δ) fails.
Clearly

∂F

∂x
= 3x2 + tyα

∂F

∂y
= αtxyα−1 + βyβ−1z

∂F

∂z
= yβ + 3αz3α−1 = yβ + 3αz2β .

Let γ : ([0, 1], 0)→ (F−1(0), 0) ⊂ (Cn×C, 0), be a germ of an analytic arc and ν the valuation
along γ.

As above we let X = (x, y, z) and JXF = (∂F∂x ,
∂F
∂y ,

∂F
∂z ), then write

ν(X) := inf{ν(x), ν(y), ν(z)}

and

ν(JX(F )) := inf{ν(
∂F

∂x
), ν(

∂F

∂y
), ν(

∂F

∂z
)}.

We begin by determining along which curves condition (bπ) holds. Note that again Remark
2.1 implies that for the examples studied here (bπ) is equivalent to Whitney’s condition (b),
because Whitney’s condition (a) holds by the Lê -Saito theorem (Remark 6.1).

Suppose that ν(t) ≥ ν(X). Again by the µ-constant condition and Remark 6.1,

ν(t) + ν(
∂F

∂t
) > ν(t) + ν(

∂F

∂x
)

so that, since ν(t) ≥ ν(X),

ν(t) + ν(
∂F

∂t
) > ν(X) + ν(

∂F

∂x
),
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so that

ν(t) + ν(
∂F

∂t
) > ν(X) + ν(JX(F ))

and by Lemma 6.2 (bπ) holds, and Whitney’s condition (b) holds using (a) and Remark 2.1.
We shall assume from now on that ν(t) < ν(X).

ν(
∂F

∂x
) = inf{2ν(x), ν(t) + αν(y)} (14)

we have:

(1) either 2ν(x) ≥ ν(t) + αν(y), and then we must have ν(x) > ν(y) and

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + αν(y)

> ν(y) + ν(t) + αν(y)

≥ ν(X) + ν(
∂F

∂x
) (by (14))

≥ ν(X) + ν(JX(F )),

so that as in section 8 we obtain that (bπ) holds, using Lemma 6.2;

(2) or we have 2ν(x) < ν(t) + αν(y), and then

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + αν(y)

> ν(x) + 2ν(x)

≥ ν(x) + ν(
∂F

∂x
) (by (14))

≥ ν(X) + ν(JX(F )),

and again (bπ) holds by Lemma 6.2.

It follows that from now on we are reduced to studying the case when

ν(
∂F

∂x
) > inf{2ν(x), ν(t) + αν(y)}, (15)

and hence that

2ν(x) = ν(t) + αν(y). (16)

Now we are assuming that F ◦ γ ≡ 0, i.e.

x3 + txyα = −yβz − z3α. (17)

Write

x3 + txyα = −2x3 + x
∂F

∂x
.

Then (15) implies that

ν(x3 + txyα) = 3ν(x).

Using (17) we see that

3ν(x) ≥ inf{βν(y) + ν(z), 3αν(z)}
and that

3ν(x) = inf{βν(y) + ν(z), 3αν(z)} if ν(y) 6= 2ν(z), (18)

using that 3α− 1 = 2β.
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(i) If ν(y) > 2ν(z) then, by (18), ν(x) = αν(z). Also

ν(
∂F

∂z
) = (3α− 1)ν(z). (19)

Then

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + αν(y)

> ν(t) + 3αν(z)

> ν(z) + ν(
∂F

∂z
) (by (19))

≥ ν(X) + ν(JX(F ))

so that (bπ) holds by Lemma 6.2.

(ii) If ν(y) = 2ν(z), then from (16) it follows immediately that ν(x) > αν(z).
Now

ν(
∂F

∂y
) = inf{ν(t) + ν(x) + (α− 1)ν(y), (β − 1)ν(y) + ν(z)}

= inf{3ν(x)− ν(y), (2β − 1)ν(z)} (by (16))

= inf{3ν(x)− 2ν(z), (3α− 2)ν(z)} (since ν(y) = 2ν(z))

= (3α− 2)ν(z) (since ν(x) > αν(z).)

Then

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + αν(y)

= 3ν(x) (by (16))

> 3αν(z)

= ν(z) + (3α− 1)ν(z)

> ν(z) + ν(
∂F

∂y
)

≥ ν(X) + ν(JX(F )),

and (bπ) holds by Lemma 6.2.

(iii) If ν(y) < 2ν(z), we have

3ν(x) = βν(y) + ν(z),

and (16) gives

ν(x) + ν(t) = (β − α)ν(y) + ν(z).

Thus we can suppose from now on that

ν(x) + ν(t) = (β − α)ν(y) + ν(z) (20)

and

ν(y) < 2ν(z).

We carry on with the last cases:
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(I) If ν(z) > ν(y) we have

ν(z3α−1) = ν(z2β) > ν(yβ)

so that

ν(
∂F

∂z
) = βν(y).

Then

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + αν(y)

= ν(z) + βν(y)

> ν(y) + ν(
∂F

∂z
)

≥ ν(X) + ν(JX(F )),

and (bπ) holds by Lemma 6.2

(II) If 2ν(z) > ν(y) > ν(z), then

ν(z3α−1) = ν(z2β) > ν(yβ)

so that

ν(
∂F

∂z
) = βν(y) > (β − 1)ν(y) + ν(z).

Now

y
∂F

∂y
= αtxyα + βyβz

= αtxyα − β(x3 + txyα + z3α) (on F−1(0))

= −βx3 − (β − α)txyα − βz3α,

= x(tyα − β

3
(
∂F

∂x
))− βz3α (21)

since 3α = 2β + 1.
Also

ν(z3α) = 3αν(z)

= ν(z) + 2βν(z)

> ν(z) + β(y)

= ν(txyα) (by (20))

so we have that

ν(z3α) > ν(txyα). (22)

From (15) and (16),

ν(
∂F

∂x
) > ν(t) + αν(y). (23)

Using (21), (22) and (23) we find that

ν(y
∂F

∂y
) = ν(txyα),

and thus

ν(
∂F

∂y
) = ν(txyα−1). (24)
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Then

ν(t) + ν(
∂F

∂t
) = ν(t) + ν(x) + αν(y)

= ν(txyα−1) + ν(y)

> ν(txyα−1) + ν(z)

= ν(
∂F

∂y
) + ν(z) (by (24))

≥ ν(X) + ν(JX(F )),

and again (bπ) holds by Lemma 6.2.

Résumé: a germ of arc along which Whitney condition (b) is not satisfied must
fulfil the following conditions:

• ν(x) > ν(y) = ν(z) > ν(t)
• ν(x) + ν(t) = (β − α)ν(y) + ν(z)
• 2ν(x) = ν(t) + αν(y)

Finally the set of germs of analytic arcs along which Whitney condition (b) is not satisfied is
contained in the set
A := { γ(s) = (x(s), y(s), z(s), t(s)) : [0, 1]→ Cn × C |

x(s) = a1s
α1 + · · ·

y(s) = a2s
α2 + · · ·

z(s) = a3s
α3 + · · ·

t(s) = a4s
α4 + · · ·

3α1 = (β + 1)m,α2 = α3 = m, 3α4 = m,α ≡ 0[3], ai ∈ C∗ satisfying some conditions } .
It remains to characterize the subset of arcs along which the (δ) condition is not satisfied.
Let γ ∈ A. We may suppose a1 = 1, and write a2 = a, a3 = b and a4 = c.
Now

F ◦ γ(s) = (s(β+1)m + ...) + (c.aαs(β+1)m + . . .) + (aβbs(β+1)m + . . .) + (b3αs3αm + . . .)

≡ 0,

so then
s(β+1)m(1 + aα.c+ aβ .b+ s(. . .+ b3αsβm + . . .)) ≡ 0,

and we must have
1 + c.aα + b.aβ = 0.

Hence along γ(s) near s = 0 we have,

∂F

∂x
= 3x2 + tyα = s

2(β+1)m
3 α(3 + caα) + . . .

∂F

∂y
= αtxyα−1 + βyβ−1z = (αcaα−1 + βb.aβ−1)sβm + . . .

∂F

∂z
= yβ + 3αz3α−1 = yβ + 3αz2β = aβsβm + . . .+ (2β)b2β)s(2β)m + . . . .

However, the condition

ν(
∂F

∂x
) > βm

implies that
3 + caα = 0
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and it follows that

c = − 3

aα
, b =

2

aβ

and so

αc.aα−1 + βb.aβ−1 = −1

a
.

The limit of orthogonal secant vectors

(x, y, z)

‖(x, y, z)‖
is thus

(0 : a : b) = (0 : a :
2

aβ
),

and the limit of normal vectors
gradxF (x, y, z, t)

‖gradxF (x, y, z, t)‖
is

(0 : αc.aα−1 + βb.aβ−1 : aβ) = (0 : −1

a
: aβ).

It follows that (δ) is not satisfied along γ if and only if

a2β+2 = −2.

Choosing α to be one of these 2β+2 = 3α+1 complex numbers, we have the desired conclusion,
i.e. that (δ) fails.

10. Other examples.

A Milnor number constant family,

Ft(x, y, z) = z12 + zy3x+ ty2x3 + x6 + y5,

with µ = 166, which is also not Whitney regular over the t-axis, was studied by E. Artal Bartolo,
J. Fernandez de Bobadilla, I. Luengo and A. Melle-Hernandez in a recent paper [2]. Also a series
of Milnor number constant but non Whitney regular families, depending on a parameter `, was
given by Abderrahmane [1] as follows:

F `t (x, y, z) = x13 + y20 + zx6y5 + tx6y8 + t2x10y3 + z`,

for integers ` ≥ 7. Here µ = 153` + 32, while µ2(F0) = 260 and µ2(Ft) = 189, according to
Abderrahmane. We do not yet know whether weak Whitney regularity holds or fails for these
examples.
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[9] Briançon, J. and Speder, J.-P., La trivialité topologique n’implique pas les conditions de Whitney, C. R.
Acad. Sci. Paris Ser. A-B, 280 (1975), 365-367.
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[21] Orro, P. and Trotman, D., Cône normal et régularités de Kuo-Verdier, Bulletin de la Société Mathématique
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ON THE CLASSIFICATION OF RATIONAL SURFACE SINGULARITIES

JAN STEVENS

Abstract. A general strategy is given for the classification of graphs of rational surface

singularities. For each maximal rational double point configuration we investigate the possible
multiplicities in the fundamental cycle. We classify completely certain types of graphs. This

allows to extend the classification of rational singularities to multiplicity 8. We also discuss
the complexity of rational resolution graphs.

Introduction

The topological classification of complex surface singularities amounts to classifying resolution
graphs. Such a graph represents a complex curve on a surface, and the simplest case is when
this curve is rational; then the singularity is called rational and the graph in fact determines the
analytical type of the singularity up to equisingular deformations.

Classification of singularities tends to lead to long lists, but making them is not a purpose on
its own. Sometimes one wants a list to prove statements by case-by-case checking. If the lists
become too unwieldy, as in the case on hand, their main use will be to provide an ample supply
of examples to test conjectures on. With this objective the most useful description of rational
resolution graphs is as a list of parts, together with assembly instructions, guaranteeing that the
result is a rational graph. For a special class of rational singularities, those with almost reduced
fundamental cycle, such a classification exists [13, 4].

As prototype of our classification and to fix notations we first treat the special case. The
fundamental cycle ([1], see also Definition 1.5) can be seen as divisor on the exceptional set
of the resolution, with positive coefficients (and it is this divisor which should be rational as
non-reduced curve). It is characterised numerically as the minimal positive cycle intersecting
each exceptional curve non-positively, and can therefore be computed using the intersection form
encoded in the graph. The fundamental cycle is called almost reduced if it is reduced at the
non-(−2)’s. So higher multiplicities can only occur on the maximal rational double point (RDP)
configurations. The classification splits in two parts: one has to determine the multiplicities on
the RDP-configurations and how they can be attached to the rest of the graph. The explicit list
of graphs can be found in the paper by Gustavsen [4]. Blowing down the RDP-configurations to
rational double point singularities gives the canonical model or RDP-resolution. Its exceptional
set can again by described by a graph. Our classification strategy in general is to first find
the graphs for the RDP-resolution, and then determine which rational double point (RDP)
configurations can occur.

The first new results in this paper are on graphs, where each RDP-configuration is attached
to at most one non-reduced non-(−2). The possible graphs for the RDP-resolution are easy to
describe, but here a new phenomenon occurs, that not every candidate graph can be realised
by a rational singularity. In particular, if the graph contains only one non-(−2), this vertex has
multiplicity at most 6 in the fundamental cycle. These considerations apply to all multiplicities,
but only for a restricted class of singularities; they cover all singularities of low multiplicity.

http://dx.doi.org/10.5427/jsing.2013.7g
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Our result extends the classification of rational singularities of multiplicity 4 [14], and allows to
recover the classification by Tosun et al. for multiplicity 5 [16].

Multiplicity 6 necessitates the study of RDP-configurations, connecting two non-reduced non-
(−2)’s. We first determine the conditions under which the multiplicities in the fundamental cycle
become as high as possible. We do this for each RDP-configuration separately. The existence
depends on the rest of the graph. Then we use the same computations to treat the case that
the non-(−2)’s have multiplicity exactly two. This allows us to complete the classification of
rational singularities of multiplicity 6. The same methods work for multiplicity 7 and 8, but we
do not treat these cases explicitly, except for one new case, of three non-reduced non-(−2)’s,
with which we conclude our classification.

We do not claim that it is feasible to treat all multiplicities with our methods. Our last
result, on multiplicity 8, gives a glimpse of what is needed in general. To use induction over
the number of non-(−2)’s, one needs detailed knowledge on the graphs for lower multiplicity,
and it does not suffice to compute with RDP-configurations separately. We include (at the end
of the first section) a non-trivial example of a rational graph, of multiplicity 37; the graph of
the canonical model is rather simple. This example comes from a paper by Karras [6], which
maybe contains the deepest study of the structure of resolution graphs in the literature. He
proves that every rational singularity deforms into a cone over a rational normal curve of the
same multiplicity. My main motivation for taking up the classification again lies in the same
direction. The ultimate goal is to study the Artin component of the semi-universal deformation.
Over this component a simultaneous resolution exists (or, without base change, a simultaneous
canonical model). This is one motivation of our classification strategy of first finding the graph
for the RDP-resolutions. The analytical type of the total space over the Artin component (up to
smooth factors) is an interesting invariant of the singularity. In his thesis [13] Ancus Röhr turned
the problem of formats around and defined the format as just this invariant. He showed that
the format determines the exceptional set of the canonical model of the singularity. Examples
in this paper cast doubt on our earlier conjecture that the converse holds.

RDP-configurations can be of type A, D and E. Our computations show that one cannot
reach high multiplicities in the fundamental cycle using configurations of type D and E. With
this goal it suffices to look at configurations of type A. Indeed, the picture which arises from
our classifications, is that for most purposes it suffices to look at rather simple configurations of
type A.

One answer to the question how complex a graph can be is that of Lê and Tosun [10], who take
the number of rupture points (vertices with valency at least 3) as measure. We give a simplified
proof of their estimate, that this number is bounded by m−2, where m is the multiplicity of the
singularity. Our argument shows that the highest complexity is attained by graphs with reduced
fundamental cycle.

The structure of this paper is as follows. In the first section we review some properties of
resolution graphs. The next section gives the classification of singularities with almost reduced
fundamental cycle. Section 3 is about complexity in the sense of [10]. Then we discuss the for-
mat of a rational singularity, following [13]. Our computations use a special way to compute the
fundamental cycle, which we explain in Section 5. The case, where each RDP-configuration is
attached to at most one non-reduced non-(−2), is treated in Section 6, while the following section
describes RDP-configurations on general graphs. In the final section we complete the classifica-
tion for multiplicity 6 and treat the case of three non-reduced non-(−2)’s in multiplicity 8.
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1. Rational graphs

In this section we review some properties of resolution graphs. References are Artin [1],
Wagreich [17] and Wall [18], and for rational singularities in addition Laufer [8].

The topological type of a normal complex surface singularity is determined by and determines
the resolution graph of the minimal good resolution [12]. A resolution graph can be defined for
any resolution.

Definition 1.1. Let π : (M,E)→ (X, p) be a resolution of a surface singularity with exceptional
divisor E =

⋃r
i=1Ei. The resolution graph Γ is a weighted graph with vertices corresponding to

the irreducible components Ei. Each vertex has two weights, the self-intersection −bi = E2
i , and

the arithmetic genus pa(Ei), the second traditionally written in square brackets and omitted if
zero. There is an edge between vertices if the corresponding components Ei and Ej intersect,
weighted with the intersection number Ei · Ej (only written out if larger than one).

Other definitions, which record more information, are possible: one variant is to have an edge
for each intersection point P ∈ Ei ∩ Ej , with weight the local intersection number (Ei · Ej)P .
These subtleties need not concern us here, as the exceptional divisor of a rational singularity is
a simple normal crossings divisor.

We call the vertices of the graph Γ also for Ei. This should cause no confusion. From the
context it will be clear whether we consider Ei as vertex or as curve. In fact, we use Ei also in
a third sense. The classes of the curves Ei form a preferred basis of H := H2(M,Z). Following
algebro-geometric tradition the elements of H are called cycles. They are written as linear
combinations of the Ei.

The resolution graph (as defined above) is also the graph of the quadratic lattice H :=
H2(M,Z), in the sense of [11]. The intersection form on M gives a negative definite quadratic
form on H. Let K ∈ H2(M,Z) = H# be the canonical class. It can be written as rational cycle
in HQ = H ⊗Q by solving the adjunction equations Ei · (Ei +K) = 2pa(Ei)− 2. The function
−χ(A) = 1

2A ·(A+K), A ∈ H, makes H into a quadratic lattice [11, 1.4]. We prefer to work with
the genus pa(A) = 1− χ(A). Note that the genus function determines the intersection form, as

pa(A+B) = pa(A) + pa(B) +A ·B − 1 .

The data (H, pa) is equivalent to (H, {Ei · Ej}, {pa(Ei)}), encoded in the resolution graph Γ.
Sometimes we identify H with the free abelian group on the vertex set of Γ, and talk about
cycles on Γ.

Definition 1.2. A cycle A =
∑
aiEi (in H or HQ) is effective or non-negative, A ≥ 0, if all

ai ≥ 0. There is a natural inclusion j : H → H#, given by j(A)(B) = −A · B (note the minus
sign, because of negative definiteness). A cycle A is anti-nef, if j(A) ≥ 0 in H#, i.e., A · Ei ≤ 0
for all i. The anti-nef elements in H form a semigroup E and one writes E+ for E \ {0}.

If A is anti-nef, then A ≥ 0. Indeed, write A = A+ − A− with A+, A− non-negative cycles
with no components in common. Then 0 ≤ −A · A− = A2

− − A+ · A− ≤ A2
−, so by negative

definiteness A− = 0. Furthermore, if A ∈ E+, then A ≥ E, where E =
∑
Ei is the reduced

exceptional cycle. Indeed, if the support of A is not the whole of E, then there exists an Ei

intersecting A strict positively, as A > 0, and E is connected.

Definition 1.3. Given two cycles A =
∑
aiEi, B =

∑
biEi, their infimum is the cycle

inf(A,B) =
∑
ciEi with ci = min(ai, bi) for all i. This definition extends to subsets of E .

Lemma 1.4. Let W ⊂ E+ be a subset. Then inf W ∈ E+.
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Proof. Let W = infW. Fix an i and choose A ∈ W with ai minimal. Then

0 ≥ Ei ·A = Ei · (A−W ) + Ei ·W ≥ Ei ·W,
as A −W ≥ 0 with coefficient 0 at Ei. So W · Ei ≤ 0 for all i. As A ≥ E for all A ∈ W, also
W ≥ E > 0. �

Definition 1.5. The fundamental cycle Z is the cycle inf E+.

In other words, the cycle Z is the smallest cycle such that Ei · Z ≤ 0 for all i. It can be
computed with a computation sequence [8]. Start with any cycle Z0 known to satisfy Z0 ≤ Z;
one such cycle is E. Let Zk be computed. If Zk 6= Z, then there is an Ej(k) with Zk ·Ej(k) > 0.
Define Zk+1 = Zk + Ej(k). Then (Z − Zk) · Ej(k) < 0, so Ej(k) lies in the support of Z − Zk,
giving Ej(k) ≤ Z − Zk. Therefore Zk+1 ≤ Z.

The fundamental cycle depends of course on the chosen resolution, but in an easily controlled
way. Therefore it can be used to define invariants of the singularity [17].

Let σ : M ′ →M be the blow-up in a point of E, with exceptional divisor E′0. The exceptional
divisor of M ′ → X is E′ = E′0 +

∑r
i=1E

′
i, where the E′i, i ≥ 1 are mapped onto the Ei. For a

cycle A =
∑
aiEi on M the pull-back σ∗A is defined as

σ∗A = a0E
′
0 +A# , where A# =

r∑
i=1

aiE
′
i and E′0 · σ∗A = 0 .

In fact, a0 is the multiplicity of A in the point blown up. The main property of the intersection
product in this connection is that σ∗A ·σ∗B = A ·B. This product is then also equal to σ∗A ·B#.

The canonical cycle on M ′ satisfies K ′ = σ∗K + E′0. This gives that

σ∗A ·K ′ = σ∗A · (σ∗K + E′0) = σ∗A · σ∗K = A ·K
and therefore pa(σ∗A) = pa(A).

Lemma 1.6. The fundamental cycle Z ′ on M ′ is σ∗Z, the pull back of the fundamental cycle
on M .

Proof. One has E′0 · Z ′ = 0, for otherwise Z ′ − E′0 is anti-nef. Therefore Z ′ = σ∗Y for some
cycle Y and Y · Ei = σ∗Y · σ∗Ei = Z ′ · E′i ≤ 0, so Z ≤ Y . On the other hand, σ∗Z ∈ E ′, so
σ∗Y = Z ′ ≤ σ∗Z. �

Corollary 1.7. The genus pa(Z) and degree −Z2 of the fundamental cycle are invariants of the
singularity.

Definition 1.8. The fundamental genus of a singularity is the genus pa(Z) of the fundamental
cycle.

A singularity has also an arithmetic genus [17] (the largest value of pa(D) over all effective
cycles D), but this is a less interesting invariant. More important is the geometric genus, which
is h1(OM ), and also the largest value of h1(OD) over all effective cycles D.

Rational singularities were introduced by Artin [1] using the geometric genus of singularities.
He proved the following characterisation, which we take as definition.

Definition 1.9. A normal surface singularity is rational if its fundamental genus pa(Z) is equal
to 0.

Artin also proves that the degree −Z2 of the fundamental cycle is equal to the multiplicity m
of the singularity. The embedding dimension of X is m+1, which is maximal for normal surface
singularities of multiplicity m.
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Theorem 1.10 (Laufer’s rationality criterion). A resolution graph represents a rational singu-
larity if and only if

• each vertex Ei has pa(Ei) = 0,
• if a cycle Zk occurs in a computation sequence and if Zk · Ei > 0, then Zk · Ei = 1.

For the ‘if’-direction it suffices to have the second property for the steps in one computation
sequence, starting from a single vertex. The criterion follows from the fact that the genus cannot
decrease in a computation sequence, as pa(Zk + Ei) = pa(Zk) + pa(Ei) + Zk · Ei − 1.

All irreducible components of the exceptional set have to be smooth rational curves, pairwise
intersecting transversally in at most one point. This shows that minimal resolution of a rational
singularity is a good resolution.

Following Lê–Tosun [10] we call the minimal resolution graph of a rational singularity a
rational graph. It can be characterised combinatorically as weighted tree (with only vertex
weights −bi ≤ −2), representing a negative definite quadratic form, such that the genus of the
fundamental cycle is 0.

The main invariant of a rational graph is its degree −Z2. It is related to the canonical degree
Z ·K by −Z2 = Z ·K + 2, as pa(Z) = 0. Let Z =

∑
ziEi, −bi = E2

i . Then

Z ·K =
∑

zi(bi − 2) .

So the degree is determined by the coefficients zi of the fundamental cycle at non-(−2)-vertices
Ei.

As example of a rational graph we show the one (of degree 37) occurring in the paper of
Karras [6]. Every is a (−3)-vertex. The numbers are the coefficients of the fundamental cycle.

t2 t3 t4 t5 t6 t7 t8 t9 10

t5
t9t8t7t6t5t4t3t2t1

6 t7 8

t4
t7t6t5t4t3t2t1

5 6

t3
t5t4t3t2t1

t4 t2

2. Almost reduced fundamental cycle

As the lists in the classification become unwieldy, we first treat a simple special case, where
only (−2) vertices can have higher multiplicity in the fundamental cycle. Its classification is
contained in the thesis of Röhr [13] as part of more general results. The explicit list (Tables 1,
2 and 3) of graphs of RDP-configurations can be found with Gustavsen [4].
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Table 1. RDP-configurations, attached to one curve

Ak
n: v1 . . . vk−1 vk . . . vk

↓
vk−1

. . . v1
ID2

k: v2 . . .
↓

v2
v1

v1
IIDk

2k: vk
↓

v2k−2 v2k−3
. . .

vk−1

v1
IIDk

2k+1: vk v2k−1 v2k−2
. . .

vk←

v1
E2

6 : v2 v3 v4
v2

v3 v2
↓

E3
7 : v3 v4 v5 v6

v3

v4 v2
↓

Definition 2.1 ([9]). A rational singularity has an almost reduced fundamental cycle if the
fundamental cycle Z =

∑
ziEi on the minimal resolution is reduced at the non-(−2)’s, i.e.,

zi = 1 if bi > 2.

We also talk about rational graphs with almost reduced fundamental cycle.
One can compute the fundamental cycle starting from the reduced exceptional cycle by only

adding curves occurring in rational double point configurations. The computation can be done
for each configuration separately. Therefore we start with these configurations.

Theorem 2.2. A maximal rational double point configuration on a rational graph with almost
reduced fundamental cycle occurs in Tables 1, 2 or 3.

Proof. By rationality at most one vertex in a rational double point configuration can have valency
three in the resolution graph. Furthermore, a non-(−2) can only be attached to a vertex with
multiplicity one in the fundamental cycle of the rational double point. One then computes for
a graph satisfying these restrictions the fundamental cycle. The lists show that all possibilities
occur. �

Remark 2.3. The list of configurations attached to two curves is obtained from the list of Table
1 by replacing a vertex with multiplicity one by a non-(−2).

The numbers on the graphs in the Tables indicate the coefficients in the fundamental cycle.
The squares are not part of the configuration, but stand for the non-(−2)’s, to which the config-
uration is attached. The arrow indicates the curve which intersects the fundamental cycle strict
negatively.
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Table 2. RDP-configurations, attached to two curves

A1,1
n : v1 . . . v1

IA2,k
n : v2 . . . vk−1 vk . . . vk

↓
vk−1

. . . v1
IIAk,2

n : v1 . . . vk−1 vk . . . vk
↓

vk−1
. . . v2

Dk+1,2
2k+1 : vk+1

↓
v2k v2k−1

. . .

vk

v2
Dk,2

2k : vk v2k−1 v2k−2
. . .

vk←

v2

Table 3. RDP-configurations, attached to three curves

A2,k,2
n : v2 . . . vk−1 vk . . . vk

↓
vk−1

. . . v2

Our notation is a combination of that in [14] and Gustavsen’s naming scheme [4], which is
based on that of De Jong [5], who gave the list of Table 1, of configurations attached to only
one curve. Our ID2

k is called DI
k there. Our upper indices give the multiplicity at the vertices,

which are connected to non-(−2)’s. For the D-cases we could do without the upper left I or II,
except that D2

5 can have two meanings.
By blowing down all RDP-configurations on the minimal resolution M → X one obtains

the canonical model, or RDP-resolution, X̂ → X. The only singularities of X̂ are rational
double points. The reduced exceptional set has two types of singularities, normal crossing of
two curves, and three curves intersecting transversally in one point. The last case occurs for an
A2,k,2

n -configuration. Again one can form a dual graph Γ̂, which in this case is a hypertree with
edges for the normal crossing points and T-joints for three curves meeting in one point. The
canonical model does not determine the multiplicities of the fundamental cycle on the minimal
resolution. Therefore we add this multiplicity as second weight (we do not write the weight if it
is equal to 1).

We want to draw ordinary graphs. Observe that given a hypertree Γ̂ for a canonical model,
there exists a smallest ordinary tree (i.e., having minimal number of vertices) giving rise to this

hypertree: one replaces each T -joint by an A2,2,2
1 -configuration, i.e., by a single (−2)-vertex.
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Table 4. Minimal representatives up to degree 6

m = 3 m = 4 m = 5 m = 6

−3 −4 −5 −6

−3 −3 −3 −4 −3 −5

−4 −4

−3 −3 −3 −3 −3 −4

−3 −4 −3

−3 v −3

−3

−3 v −3

−4

−3 −3 −3 −3

−3 −3 −3

−3

−3 v −3

−3

−3

In Table 4 we list the graphs of the minimal representatives up to degree m = 6. Such a
graph has to have an almost reduced fundamental cycle. The necessary and sufficient condition
is that for a non-(−2) vertex Ei the sum of its valency v(i) and the number of (−2)’s attached
to it, is at most bi.

Classification (of graphs with almost reduced fundamental cycle). First classify all hypergraphs
of RDP-resolutions with all multiplicities equal to 1, and canonical degree

∑
(bi − 2) = m − 2.

Each hypertree with bi at least the valency of Ei occurs. Let then Γ̂ be such a hypergraph. Replace
a T-joint by an A2,k,2

n configuration, replace any number of edges by configurations from Table
2 and attach configurations from Table 1 to vertices, in such a way that the total multiplicity in
the fundamental cycle of the neighbours of any vertex vi does not exceed bi. The resulting graph
is a rational graph with almost reduced fundamental cycle, and all graphs can be obtained this
way.

3. Complexity

Lê and Tosun [10] used the number of rupture points (i.e., vertices with valency at least three,
stars in the terminology of [7]) as a measure of the complexity of a rational graph. They showed
that it is bounded in terms of the degree m = −Z2 of the graph (that is, the multiplicity of a
corresponding rational singularity), more precisely by m − 2, if the degree m is at least 3. We



116 JAN STEVENS

give here a simplified proof for a sharpened version. It shows that the most complex graphs are
already obtained from singularities with reduced fundamental cycle.

Definition 3.1. The complexity of a rational graph is the weighted number of rupture points,
where each rupture point is counted with its valency minus two as multiplicity.

Theorem 3.2. The complexity of a rational graph of degree m at least 3 is at most its canonical
degree m− 2.

The proof uses the following observation [10, Thm. 8].

Lemma 3.3. The graph, obtained from a rational graph, by making some vertex weights more
negative, is again rational and the fundamental cycle of the new graph is reduced at the changed
vertices.

Proof. We can obtain the new graph as subgraph of the graph of the resolution of the original
singularity, blown up in smooth points of the relevant exceptional curves. Its fundamental
cycle can be computed by first computing the fundamental cycle of the subgraph. By Laufer’s
rationality criterion the remaining curves intersect this cycle with multiplicity one. �

Proof of Theorem 3.2. Step 1: reduction to the case of almost reduced fundamental cycle. Con-
sider the cycle Y , which has multiplicity 1 at the non-(−2)’s and multiplicities on the RDP-
configurations as in Tables 1, 2 and 3. A vertex Ei with Ei · Y > 0 is a non-(−2) and has
coefficient zi > 1 in the fundamental cycle. For those Ei we increase bi by one. By the previous
lemma we get the same underlying graph with the same complexity, but with almost reduced
fundamental cycle, namely Y . The contribution of Ei to the canonical degree Z · K changes
from zi(bi − 2) to bi − 1 and (bi − 1)− zi(bi − 2) = 1− (zi − 1)(bi − 2) ≤ 0 with equality if and
only if zi = 2 and bi = 3. So the degree does not increase.

Step 2: reduction to the case of reduced fundamental cycle. Consider a RDP-configuration,
where Z is not reduced. Make the self-intersection of the unique rupture point in the configu-
ration into −3. This increases the canonical degree by 1. For all non-(−2)’s Ej to which the
configuration is connected we increase the self-intersection by 1 (decrease bj by 1). This decreases
the canonical degree by at least 1 (here we use that m > 2). If bj was equal to 3, then Ej might
be connected to at most one other RDP-configuration, but without rupture point. The result
is a longer chain of (−2)’s. Proceeding in this way we obtain without increasing the degree the
same underlying graph, but with reduced fundamental cycle.

Step 3. For a graph with reduced fundamental cycle the valency of a vertex is at most bi. So
the complexity is bounded by

∑
(bi − 2) = Z ·K. �

4. The format of a rational singularity

If a singularity is not a hypersurface, its equations can be written in many ways, some of
which have a special meaning. The standard example is the cone over the rational normal curve
of degree four, whose equations are the minors of(

z0 z1 z2 z3

z1 z2 z3 z4

)
,

but also the 2× 2 minors of the symmetric matrixz0 z1 z2

z1 z2 z3

z2 z3 z4

 .
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In fact, perturbing these matrices gives two different ways of deforming the singularity, leading
to the two components of the versal deformation. We say that we can write the total spaces in
a determinantal format. In a naive interpretation a format is a way of writing or coding (effi-
ciently) the equations of a singularity. Another point of view is that we have a high-dimensional
variety (like the generic determinantal), from which the singularity is derived by specialising the
equations. This will lead us to the definition of a format, given by Ancus Röhr [13]. We start
with:

Definition 4.1 ([2]). Let Y ⊂ CN be a singularity. A germ X ⊂ CM is a singularity of type Y ,
if there exists a map φ : CM → CN , such that φ∗(Y ) = X, which induces a complete intersection
morphism φ : X → Y .

For a singularity X of minimal multiplicity (in particular, for a rational surface singularity) of
multiplicity at least 3 the existence of a complete intersection morphism X → Y already implies
that X is of type Y [13, 2.4.2]. The singularity Y has the same minimal multiplicity. Indeed, X
is cut out by equations with independent linear part, for otherwise the multiplicity increases.

Deformations of type Y of X are obtained by unfolding the map φ: for every map

Φ: CM × (S, 0)→ CN ,

extending φ, the map π : Φ∗Y → (S, 0) is flat [2, 4.3.4]. In general such deformations will not
fill out a component of the deformation space, but one can turn the problem around and start
from the total space of the deformation over a smooth component. This total space is then rigid
[15, p. 101].

A rational singularity has always a smoothing component with smooth base space. This is the
Artin component, over which simultaneous resolution exists after base change. This simultaneous
resolution is a versal deformation of the resolution M of X. A base change is not needed, if one
considers instead deformations of the canonical model X̂ → X.

We therefore concentrate on the Artin component. As it is smooth, the singularity X itself
is cut out by a regular sequence from the total space Y of the deformation over the Artin
component. Therefore the singularity is of type Y . By a result of Ephraim [3] one can write
every reduced singularity Y in a unique way (up to isomorphism) as product of a singularity F
and a smooth germ of maximal dimension.

Definition 4.2 ([13]). The format F (X) of a rational surface singularity X is the unique germ F
in a decomposition Y = F ×Ck, with k maximal, of the total space Y over the Artin component
of X.

Let π̂ : (X̂, Ẑ) → (X, p) be the RDP-resolution of a rational singularity X of multiplicity

m; it can be obtained by blowing up a canonical ideal. It gives an embedding of X̂ ↪→ Pm−2
X

over X and with it an embedding of the exceptional set Ẑ = π̂−1(p) in Pm−2, as arithmetically

Cohen-Macaulay scheme of genus 0 and degree m− 2 [13, 2.6.3]. Röhr calls the cone over Ẑ the

canonical cone of X. One can also obtain Ẑ by blowing up a canonical ideal of F . This implies
that the canonical cone of a rational surface singularity is determined up to isomorphy by its
format. We conjectured that the converse also holds. This would imply that the singularities in
Remark 6.8 have the same format.

Röhr proves that quasi-determinantal singularities can be recognised from the resolution graph
[13, Satz 4.2.1]. The condition is that the graph contains the graph of a cyclic quotient singularity

of the same multiplicity. Equivalently one can say that the graph Γ̂ of the canonical model is a
chain, with everywhere multiplicity 1. The proof is based on a criterion for RDP-configurations
to be deformed on the resolution without changing the format [13, Satz 3.3.1]. This criterion also
applies to rational singularities with almost reduced fundamental cycle: all RDP-configurations
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can be deformed away, except A2,2,2
1 . The graph of the resulting singularity is the minimal tree

for the given hypertree Γ̂. Note that the canonical cone can have moduli, so also the formats.
The graph can therefore at most determine an equisingularity class of formats.

5. Computation of the fundamental cycle

In this section we describe, following Röhr [13, 1.3], a special way to compute the fundamental
cycle, for a given rational graph. We single out a vertex E0, which we call central vertex. The
computation is done in steps, where each time the multiplicity at E0 is increased by one.

We decompose the complement of a vertex E0 in a rational graph Γ in irreducible components:
Γ \ {E0} = ∪ki=1Γi. We suppose that k > 1; the case k = 1 can be reduced to it by blowing up
a point of the curve E0.

We construct the fundamental cycle inductively. To start with, let E0 + Y
(1)
i be the funda-

mental cycle on {E0}∪Γi; as k > 1, the support of Y
(1)
i is Γi: one can compute Z starting from

E0 + Y
(1)
i , so the coefficient at E0 is one. Define Z(1) = E0 +

∑
Y

(1)
i . Then Z(1) ·Ej ≤ 0 for all

j 6= 0.
Let Z(s) be constructed with Z(s) ·Ej ≤ 0 for all j 6= 0, with coefficient s at E0 and satisfying

Z(s) ≤ Z. If Z(s) · E0 ≤ 0, then Z(s) is the fundamental cycle Z. Otherwise, consider the set of

vertices Ei,j ∈ Γi such that Z(s) ·Ei,j = 0 and let Γ
(s+1)
i be the connected component of this set

adjacent to E0. Let E0 + Y
(s+1)
i be the fundamental cycle on {E0} ∪ Γ

(s+1)
i . As Y

(s+1)
i ≤ Y (1)

i ,

the support of Y
(s+1)
i does not contain E0. Now define

Z(s+1) = Z(s) + E0 +
∑

Y
(s)
i .

Then Z(s+1) ·Ej ≤ 0 for all j 6= 0, the coefficient at E0 is s+1 and Z(s+1) ≤ Z; indeed Z(s+1) can

be constructed from Z(s) by first adding E0 and then continuing in the manner of a computation
sequence without ever adding E0 again.

This construction ends with the fundamental cycle.
If k = 1, we blow up a point of the curve E0, introducing a Γ2. But this can be avoided,

as in fact the same description as above holds, with the only difference that for k = 1 the

cycle E0 + Y
(s)
1 is not the fundamental cycle on {E0} ∪ Γ

(s)
1 (in particular, E0 + Y

(1)
1 is not the

fundamental cycle on Γ), but Y
(s)
1 is the cycle constructed from Z(s−1) +E0 in the manner of a

computation sequence without ever adding E0.

Let m
(s)
i ≤ m

(1)
i be the coefficient of Y

(s)
i at the vertex in Γi adjacent to E0. As E0 ·Z(s) = 1

for s < l, where Z(l) = Z is the last step of the computation, we have
∑

im
(1)
i = b0 + 1,∑

im
(s)
i = b0 for 1 < s < l and

∑
im

(l)
i < b0.

Example 5.1. Consider an E6-configuration, connected to a non-(−2) vertex E0. We compute
the Z(s). We only write the multiplicities of E0 (in boldface) and of the irreducible components
of the configuration.

1 2 3 4 3 2
2

2 4 5 6 4 2
3

3 4 5 6 4 2
3

The sequence (m
(s)
1 ) is (2, 2, 0) and therefore an E6-configuration can only be connected to a

curve with multiplicity at most 3. We observe that the same sequence can be obtained from
2A1

2, two chains of length two.
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6. One non-reduced curve

The goal of this section is to give the elements for the classification of rational graphs, where
each RDP-configuration is attached to at most one non-reduced non-(−2)-vertex. We first clas-
sify the possible multiplicities at RDP-configurations. These depend only on the multiplicity of
the non-(−2), and the computation can again be done for each configuration separately. The
candidates for graphs of RDP-resolutions can be found from the graphs with almost reduced
fundamental cycle, but not every candidate arises from a rational graph.

Let E0 be a non-reduced non-(−2), with multiplicity z0 in the fundamental cycle. According
to the previous section, we can compute the fundamental cycle in z0 steps, each time increasing
the multiplicity of E0 by one. We add cycles with support on the subgraphs Γi and each subgraph

gives a multiplicity sequence (m
(1)
i , . . . ,m

(z0)
i ). These multiplicities satisfy∑

i

m
(1)
i = b0 + 1,

∑
i

m
(s)
i = b0 for 1 < s < z0,

∑
i

m
(z0)
i < b0.

After the first step we add only cycles with support in RDP-configurations intersecting E0,
as all other non-(−2)-curves, intersecting such configurations, have multiplicity one. Each Γi

contains at most one RDP-configurations adjacent E0. We include the case that there is no such
configuration by calling it A1,1

0 .
For each RDP-configuration from Tables 1, 2 and 3 we compute the multiplicity sequence

(m(1), . . . ,m(j)). The multiplicities satisfy m(1) − 1 ≤ m(s) ≤ m(1) for all s < j. We abbreviate
a sequence k, . . . , k of l equal multiplicities as kl. An exponent l = 0 means that this factor is
absent. If the sequence is infinite, and repeating itself, we underline the repeating section. So
in Table 6 the entry (1n+1, 0, 1n) for LA1,1

n should be read as (1n+1, 0, 1n, 0, 1n, 0, . . . ). The case
n = 0, of two non-(−2)’s intersecting each other, is included. The sequence is then (1, 0, 0, . . . ).

For configurations between several vertices only one of the non-(−2)’s has higher multiplicity,
and we suppose that the other ones have sufficiently negative self-intersection for the graph being
rational.

We have to distinguish which of the two or three attached vertices is the non-reduced one.
We always draw the graphs as in Tables 2 and 3. In a graph of type IA2,k

n , IIAk,2
n or A2,k,2

n

the arrowhead (which indicates the curve intersecting the fundamental cycle of the extended
configuration negatively) is on the right hand side of the graph. So it makes sense to distinguish
between the left, middle or right attached vertex. We denote this by writing an L, M or R
before the name. For type D we use L and R.

It is possible to obtain a multiplicity sequence from different configurations or combinations
of configurations. We then speak about equivalent configurations. For each configuration we
also determine the simplest equivalent combination of configurations.

Proposition 6.1. The multiplicity sequences and the equivalent configurations for the configu-
rations of Table 1 are as given in Table 5. The different cases arising from the configurations
of Table 2 are in Table 6; it gives also the multiplicity at the component attached to the other,
reduced non-(−2). If the sequence is infinite, the multiplicity after step s of the computation is
given. Table 7 gives the results for A2,k,2

n .

Proof. We do here only the case Ak
n, for k > 1, as the other cases involve similar or easier

computations. We write n = lk + r + (k − 1) with l ≥ 1 and 0 ≤ r ≤ k − 1. This is possible
as the number n satisfies n ≥ 2k − 1. There is a chain of lk + r − (k − 1) = (l − 1)k + r + 1
(−2)-vertices with multiplicity k in Z(1), and the end of this chain not intersecting E0 intersects
Z(1) negatively (when l = 1 and r = 0 there is only one vertex with multiplicity k; in this
case the multiplicity sequence is (k, 0) and the format is kA1

1, in accordance with the general
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Table 5.

name mult sequence equivalent to

A1
n (1n, 0)

Ak
(l+1)k+r−1, r < k − 1 (kl, r) (k − r)A1

l + rA1
l+1

A2
2l+2 (2l, 1, 1, 2l, 0)

Ak
(l+2)k−2, k > 2 (kl, k − 1, 1) A1

l + (k − 1)A1
l+1

ID2
k (2, 0) 2A1

1
IIDk

2k, k > 2 (k, 0) kA1
1

IID2
5 (2, 1, 2, 0) A1

1 +A1
3

IIDk
2k+1, k > 2 (k, 1) (k − 1)A1

1 +A1
2

E2
6 (2, 2, 0) 2A1

2

E3
7 (3, 0) 3A1

1

Table 6.

name mult sequence other mult equivalent configuration

LA1,1
n (1n+1, 0, 1n) dn+s

n+1e
LIA2,k

n (2, 1n−k, 0) n−k+2 LA1,1
0 +A1

n−k+1

M IA2,k
(l+1)(k−1)+r (k, (k − 1)l−1, r) d (l+1)(k−1)+r

k−1 e LA1,1
0 +(k−1−r)A1

l +rA1
l+1

k > 2

M IIAk,2
(l+1)k+r−2 (kl, r) 2 LA1,1

l−1+rA1
l+1+(k−1−r)A1

l

0 ≤ r < k−1

M IIAk,2
(l+1)k+k−3 (kl, k − 1, 1) 3 LA1,1

l−1 + (k − 1)A1
l+1

k > 2, l > 1

M IIAk,2
3k−3 (k, k − 1, 1) 3 LA1,1

1 +A1
1 + (k − 2)A1

2

k > 2

M IIA2,2
2l+1 (2l, 12, 2l−1) d l+1+s

l+1 e LA1,1
l +A1

l

RIIAk,2
n (2, 1k−2, 0) k LA1,1

0 +A1
k−1

k > 2

RIIA2,2
n (2, 0) 2 LA1,1

0 +A1
1

LDk+1,2
2k+1 (k + 1, 0) 2 LA1,1

0 + kA1
1

RDk+1,2
2k+1 (2, 1, 1, . . . ) d 2k+s

2 e LA1,1
1 +A1

1

LDk,2
2k (k, 1) 3 (k − 2)A1

1 +A1
2 + LA1,1

0

k > 2

RDk,2
2k (2, 1, 1, . . . ) b 2k+s

2 c LA1,1
1 +A1

1

formula). The set Γ(2) consists of (l− 1)k + r + (k − 1) vertices. If l > 1 this number is at least
2k − 1 and the multiplicities in Z(2) are

2, 4, . . . , 2k, 2k, . . . , 2k, 2k − 1, 2k − 2, . . . , 2, 1 .
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Table 7.

name mult seq mult at L mult at M mult at R

LA2,k,2
n (2, 1n−k+1, 0) n− k + 3 2

MA2,k,2
n (k, (k − 1)l−1, r) dn+1

k−1 e 2

RA2,k,2
n (2, 1k−2, 0) 2 k

Here n = (l + 1)(k − 1)− 1 + r with 0 ≤ r ≤ k − 2 and k > 2.

There are (l − 2)k + r + 1 vertices with multiplicity 2k in Z(2). We continue in this way until
there are r + 1 vertices with multiplicity lk in Z(l); all multiplicities are then

l, 2l, . . . , lk, lk, . . . , lk, lk − 1, lk − 2, . . . , 2, 1 .

The set Γ(l+1) consists of r + (k − 1) vertices (except when r = 0; then Γ(l+1) is empty). We
therefore add the multiplicities

1, 2, . . . , r − 1, r, . . . , r, r − 1, . . . , 2, 1, 0, . . . , 0 .

If r < k − 1 the sequence stops here, the multiplicity sequence is (kl, r) and the equivalent
configuration is (k − r)A1

l + rA1
l+1. If r = k − 1 the multiplicities in Z(l+1) are

l + 1, 2(l + 1), . . . , (k − 1)(l + 1), k(l + 1)− 1, k(l + 1)− 2, . . . , 2, 1 .

We add the multiplicities 0, . . . , 0, 1, . . . , 1. If k ≥ 3 the sequence stops here, the multiplicity
sequence is (kl, k − 1, 1) and the configuration is equivalent to A1

l + (k − 1)A1
l+1. If k = 2, the

sequence continues; as Γ(l+3) consists of n − 1 nodes, the multiplicity sequence is (2l, 12, 2l, 0).
There is no easier equivalent configuration for this A2

2l+2. �

Remark 6.2. The condition k > 2 in the tables is included to avoid duplications. For example,
as MA2,2,2

n = LA2,2,2
n , we can assume that k > 2 for MA2,k,2

n .

Remark 6.3. Note that the tables give the maximal multiplicity sequence for each configuration.
If the computation stops earlier (due to other configurations), one gets a simpler equivalent
singularity.

Corollary 6.4. Every RDP-configuration, attached to only one vertex, is equivalent to a com-
bination of configurations of type A1

n and A2
2l.

Corollary 6.5. An RDP-configuration, attached to two or three vertices, of which only one
has multiplicity greater than one in the fundamental cycle, is equivalent to a combination of
configurations of type A1

n, A2
2l, LA

1,1
n and LA2,2,2

n .

Proof. Table 6 gives the result for configurations between two vertices.
From Table 7 we see that the multiplicities of LA2,k,2

n depend only on n − k, so LA2,k,2
n is

equivalent to LA2,2,2
n−k+2. The multiplicities of RA2,k,2

n depend only on k, so we can take the
smallest n, which is 2k − 3. In that case the left and right chain of (−2)’s are equally long, so

by interchanging L and R we obtain LA2,k,2
2k−3, which is equivalent to LA2,2,2

k−1 .

For MA2,k,2
n we distinguish between the cases r = 0 and 0 < r ≤ k − 2. In the first case

dn+1
k−1 e = l + 1, while dn+1

k−1 e = l + 2 in the second case. For r = 0 an equivalent configuration,

attached to the vertex vM , is MA2,2,2
l + (k − 2)A1

l and, for r > 0, is

MA2,2,2
l+1 + (k − 1− r)A1

l + (r − 1)A1
l+1.

Finally we note that interchanging M and L makes MA2,2,2
n into LA2,2,2

n . �
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From an arbitrary rational graph we obtain a graph with almost reduced fundamental cycle
and the same underlying graph by making some vertex weights −bi < −2 more negative. This
process can also be inverted. The possible candidates for graphs (or hypergraphs) of RDP-
resolutions with non-reduced fundamental cycle can be obtained from reduced (hyper)-graphs
by replacing a −(bi + 2)-vertex by a −(bi/zi + 2)-vertex with multiplicity zi, but not all graphs
can be realised.

Proposition 6.6. On a rational graph with only one non-(−2) vertex E0 the multiplicity of E0

in the fundamental cycle can at most be 6.

Proof. By Corollary 6.4 it suffices to consider only RDP-configurations of type A1
n and A2

2l. If

z0 > 2, there is exactly one configuration Γi with m
(2)
i = m

(1)
i − 1, so it is either A1

1 or A2
4. In

the last case z0 ≤ 5, as A2
4 gives the sequence (2, 1, 1, 2, 0). Suppose now that there is exactly

one A1
1. If z0 > 3, there is exactly one configuration Γi with m

(3)
i = m

(2)
i − 1 = m

(1)
i − 1, which

is either A1
2 or A2

6. In the last case z0 = 4, as we combine the sequences (2, 2, 1, 1, 2, 2, 0) and
(1, 0, 1, 0, . . . ). The sequence of A1

1 +A1
2 is (1 + 1, 0 + 1, 1 + 0, 0 + 1, 1 + 1, 0 + 0) = (2, 1, 1, 1, 2, 0),

which shows that z0 ≤ 6. �

Remark 6.7. We realise z0 = 6 for a (−3) with A1
1 +A1

2 +A1
4 +A1

5.

Remark 6.8. With A2
4 and E0 a (−3) we can realise z0 = 5 with the configuration A2

4 +A1
3 +A1

4.
Another way to get 5E0 is with A1

1 +A1
2 + 2A1

4. It would be interesting to study the formats of
the corresponding singularities. We remark that neither is a deformation of the other.

Classification (of graphs, where each RDP-configuration is attached to at most one non-reduced

non-(−2)). Start by making a list of all possible hypergraphs Γ̂ of canonical cones, without edges

(or hyperedges) between non-reduced vertices. Given Γ̂, realise this graph (if possible) in all ways,
using only configurations A1

n and A2
2l, A

1,1
n (including n = 0) and LA2,2,2

n . Replace (combinations
of) RDP-configurations with equivalent ones, as given by the Tables 5, 6 and 7.

Remark 6.9. The computations so far also can help to compute the fundamental cycle for
complicated graphs. As example we return to Karras’ graph, given at the end of Section 1. The
graph for the canonical model is rather simple. Note also that only configurations of type A1

n

occur.
10 6 8 5 6

We first simplify the graph. The configuration A1
1 + A1

2 at (−3) on the right implies that its
multiplicity is at most 6. Therefore the A1

5 has no influence on the computation, and we get the
same multiplicities, if we remove it and increase the weight (−3) to (−2). We have then a A2

4

attached to the (−3) of multiplicity 5. The (−3) on the left has multiplicity at most 10 because
of A1

1 + A1
9. Again we can remove the A1

9 and increase the weight (−3) to (−2). We have then
a A2

10 attached to the (−3) of multiplicity 6. By the same argument the A1
7 at the vertex of

multiplicity 8 can be removed, so that we end up with two (−3)-vertices E1 and E2 with a A2,2
3

in between, an A2
10 attached to E1 and A2

4 attached to E2.
It remains to compute the fundamental cycle for this configuration. This is best done with

the rupture point between E1 and E2 as central vertex. We give the total multiplicities at each
step. The multiplicities of the (−3)’s are in bold face, while those of the central vertex are
underlined.

1 1 1
1 2 2 2 2 2 2 2 2 1 1 1 1 2 2 1
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2 1 2
1 2 3 4 4 4 4 4 4 2 2 2 2 3 2 1

3 2 2
1 2 3 4 5 6 6 6 6 3 3 3 2 3 2 1

4 2 2
1 2 3 4 5 6 7 8 8 4 4 4 3 4 3 2

5 3 2
1 2 3 4 5 6 7 8 9 5 5 5 3 4 3 2

5 3 3
1 2 3 4 5 6 7 8 9 5 6 6 4 6 4 2

5 4 3
1 2 3 4 5 6 7 8 9 5 6 7 5 6 4 2

5 4 3
2 3 4 5 6 7 8 9 10 6 7 8 5 6 4 2

Karras computes in a different way, as his goal is to find a smoothable subcycle.

7. RDP-configurations on general graphs

In this section we determine the maximal multiplicities that most can occur on an RDP-
configuration. We continue to compute for each RDP-configuration separately. For some con-
figurations the multiplicities can become arbitrary high, but what actually happens, depends on
the rest of the graph. We do not investigate the exact conditions.

The results apply to the classification of graphs, in which two or three non-reduced non-
(−2)’s are connected to each other by a single RDP-configuration, but not connected to any
other non-reduced non-(−2). In particular, we determine the conditions that the multiplicity of
the non-(−2)’s does not exceed two. This suffices to give a complete classification of rational
graphs of degree 6. We indicate this in the next section.

We first treat configurations attached to exactly two vertices, both of higher multiplicity.
Then there are two vertices Ea and Eb, of self-intersection −a and −b, which are connected by
a RDP-configuration ∆. The fundamental cycle Ea + Z∆ + Eb on {Ea} ∪∆ ∪ {Eb} is given in
Table 2. Let n∆,a be the coefficient of the vertex of ∆, adjacent to Ea. Furthermore, let Γa be
the union of the connected components of the complement of the graph, which are connected to
Ea. Let Ea +Za be the fundamental cycle on {Ea} ∪ Γa, let na be the sum of the multiplicities
of Za at the vertices of Γa, adjacent to Ea. Define the corresponding objects for Eb.

Definition 7.1. In the above situation Ea is a bad vertex if n∆,a + na = a+ 1.

We borrow the term bad from Tosun, see [10, Definition 3.4] and [16, Definition 3.14], where
it is used without multiplicities: Tosun calls a vertex bad if its valency is one less then its vertex
weight b. Karras [6] calls it a basic center. If Ei ·Z∆ = 0 for every vertex of ∆, then exactly one
of Ea and Eb is a bad vertex (in our sense).
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7.1. A1,1
n . We call the two vertices EL and ER, and denote the numbers defined above corre-

spondingly; the vertex weight of EL is −bL, and that of ER is −bR. Then n∆,L = n∆,R = 1
and there is exactly one bad vertex, which we suppose to be EL. This means that nL = a, and
ΓL is non-empty. We claim that the multiplicity of ∆ in the fundamental cycle can be arbi-

trarily high. We compute the fundamental cycle with EL as central vertex. We set Y
(1)
L = ZL,

Y
(1)
∆,R = Z∆ + ER + ZR. Then Z(1) = Y

(1)
L + EL + Y

(1)
∆,R, and EL is the only vertex with

Ei · Z(1) = 1. In each next step Y
(s)
L ≤ Y (1)

L and Y
(s)
∆,R ≤ Y

(1)
∆,R. In particular, the multiplicity of

the fundamental cycle at ER does not exceed that at EL. We describe the case that the compu-

tation never stops. For the sum n
(s)
L of multiplicities in ΓL, adjacent to EL, and the multiplicity

n
(s)
R,∆ we have then either n

(s)
L = a − 1 and n

(s)
∆,R = 1, or n

(s)
L = a and n

(s)
∆,R = 0. As remarked

earlier, we do not investigate the conditions which this assumption imposes on ΓL and ΓR.

Let Z∆ = E1+· · ·+En with E1 ·EL = 1 and En ·ER = 1. Suppose the coefficient of ER in Y
(s)
∆,R

is 1, and the coefficient of ER in Z(s) is k. If ER ·Z(s) = −sk < 0, then Y
(s+1)
∆,R = E1 + · · ·+En,

Y
(s+2)
∆,R = E1 + · · ·+ En−1, . . . , y

(s+n)
∆,R = E1 and Y

(s+n+1)
∆,R = ∅. Then ER · Z(s+n+1) = −sk + 1.

We continue by adding only cycles with support on ∆ until ER intersects the total computed
cycle trivially. In the next step the coefficient of ER in the added cycle will again be 1. At this
stage the coefficients of the total cycle in the neighbourhood of ∆ are as follows.

The coefficient of EL is s = k + (n+ 1)
∑
si, the sum of the n

(j)
L is

(a− 1)(n
∑

si + k − 1) + a(1 +
∑

si),

the coefficient of E1 is k + n
∑
si, that of Et is k + (n+ 1− t)

∑
si, that of En is k +

∑
si, the

coefficient of ER is k, and the sum of the multiplicities of the vertices in ΓR, adjacent to ER, is
k(b− 1)−

∑
si.

We remark that the formulas also work, if n = 0. This means that ∆ = ∅ and EL is adjacent
to ER. Furthermore, if

∑
si = 0, the multiplicities at EL and ER are independent of n.

7.2. IA2,k
n . In this case, and also for IIAk,2

n and A2,k,2
n , it is more convenient to compute the

fundamental cycle with the rupture point in the chain of (−2)’s as central vertex E0. We
therefore use a slightly different notation, consistent with the description of the computation in

Section 5. Let m
(s)
L , m

(s)
M and m

(s)
R be the multiplicities in step s at the vertices directly to the

left, below or to the right of the central vertex. The non-(−2) vertices are EL with weight −bL,
and EM with weight −bM .

We have m
(1)
L +m

(1)
M +m

(1)
R = 3, m

(s)
L +m

(s)
M +m

(s)
R ≤ 2 for s > 1, and the computation stops

at the first s where this sum is less than 2.
We start by computing the sequence (m

(s)
R ). We apply Proposition 6.1: as we have a A1

n−k+1-

configuration, the sequence is (1n−k+1, 0, 1n−k+1, 0, . . . ). So m
(s)
R = 1 for s 6= l(n − k + 2) and

m
(l(n−k+2))
R = 0 for all l.

Next we look at (m
(s)
M ). Let ZM be the fundamental cycle on the connected component

ΓM of Γ \ {E0}, containing EM . For the first step Z(1) of the computation we determine the

fundamental cycle Y
(1)
M on {E0} ∪ ΓM : it is E0 + ZM . The condition that EM is a bad vertex

translates into EM ·ZM = 1− k, so EM ·Z(1) = 2− k. Therefore we put EM ·Z(1) = 2− k− t1,

where t1 ≥ 0 with equality if and only if EM is a bad vertex. In the next steps Y
(s)
M is empty. We

find that EM ·Z(k+t1−1) = 0, so EM is in the support of Y
(k+t1)
M . We set EM ·Z(k+t1) = 2−k−t2,

with t2 ≥ t1. Proceeding this way we find the sequence

(1, 0k+t1−2, 1, 0k+t2−2, 1, 0k+t3−2, . . . ) .
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On the left side EL ·Z(1) = −s1 with s1 = 0 if and only if EL is a bad vertex. If s1 > 0, then

EL is not contained in the support of Y
(2)
L , which is the Ak−2-configuration between EL and

E0. We continue in the manner of A1
k−2, until EL ·Z(s1(k−1)+1) = 0 and EL is in the support of

Y
(s1(k−1)+2)
L . Then EL · Z(s1(k−1)+2) = −s2 with s2 ≥ s1. The sequence is

(1, (1k−2, 0)s1 , 1, (1k−2, 0)s2 , 1, (1k−2, 0)s3 , . . . ) .

Exactly one of EL and EM is a bad vertex. If k = 2, both EL and EM are connected to
E0, so upon relabeling we may assume that the bad vertex is EL. We first treat the other
case, that EM is the bad vertex. Then t1 = 0, and, as just said, we make the assumption that

k > 2. To obtain a high multiplicity we need that m
(s)
L + m

(s)
M = 1 for 1 < s < n − k + 2, and

m
(n−k+2)
L + m

(n−k+2)
M = 2. We achieve m

(s)
L + m

(s)
M = 1 for s > 1 by taking t1 = · · · = ts1 = 0,

ts1+1 = 1, ts1+2 = · · · = ts1+s2 = 0, ts1+s2+1 = 1, ts1+s2+2 = · · · = ts1+s2+s3 = 0, . . . .

The only possibility to get m
(s)
L = m

(s)
M = 1 is by taking ts1+···+sp+1 = 0: this gives s =

p+
∑p

i=1 si(k−1)+k−1. We therefore put n−k+2 = p+
∑p

i=1 si(k−1)+r with r < 1+sp+1(k−1).
If r 6= k − 1, the computation stops with s = n − k + 2. If r = k − 1, we go one step further,

as then m
(n−k+2)
L = m

(n−k+2)
M = 1 and m

(n−k+2)
R = 0, but m

(n−k+3)
L = m

(n−k+3)
M = 0. So the

computation always stops.
Suppose now that EL is the bad vertex; here k = 2 is allowed. In this case the computation

need not end. We have si = 0, 1 for all i. As m
(p(k−1)+

∑
ti+1)

M = 1, we obtain m
(s)
L + m

(s)
M = 1

for s > 1 by taking s1 = · · · = st1 = 0, st1+1 = 1, st1+2 = · · · = st1+t2 = 0, st1+t2+1 = 1,

st1+t2+2 = · · · = st1+t2+t3 = 0, . . . . We need m
(s)
L + m

(s)
M = 2 for s = l(n − k + 2). This is

possible if p(k − 1) +
∑m

i=1 ti + 1 = l(n− k + 2). In case l = 1 we then do not set s∑ ti+1 = 1,
but continue with s∑ ti+1 = s∑ ti+2 = · · · = 0. This gives a shift in the indices of the si, which
we do not compute here.

7.3. IIAk,2
n . In this case the non-(−2) vertices are EM and ER. The sequence (m

(s)
L ) is

(1k−1, 0, 1k−1, 0, . . . ).

So m
(s)
L = 1 for s 6= lk and m

(lk)
L = 0 for all l. As in the previous case the sequence (m

(s)
M ) is

(1, 0k+t1−2, 1, 0k+t2−2, 1, 0k+t3−2, . . . ) .

We have ER · Z(1) = −u1 with u1 = 0 if and only if ER is a bad vertex. If u1 > 0, then ER

is not contained in the support of Y
(2)
R , which is the An−k between ER and E0. The sequence

(m
(s)
R ) is

(1, (1n−k, 0)u1 , 1, (1n−k, 0)u2 , 1, (1n−k, 0)u3 , . . . ) .

The computation stops when m
(s)
L +m

(s)
M = 0, or when m

(s)
R = 0, except when m

(s)
L +m

(s)
M = 2

for that value of s. We achieve that m
(s)
L + m

(s)
M = 1 for s > 1 by taking t1 = 0 and ti = 1 for

i > 1. It is possible to have m
(lk)
L = m

(lk)
M = 1 for some l > 1, while m

(pk)
L +m

(pk)
M = 1 for p < l,

by setting tl = 0. If k > 2, then m
(lk+1)
L = m

(lk+1)
M = 0, so the computation stops at that point.

Therefore the computation stops when m
(s)
R =0, or if s = lk, in the next step. The computation

never stops if ui = 0 for all i. Note that in that case both EM and ER are bad vertices.

If k = 2, the situation is a bit different. The sequence (m
(s)
L ) is (1, 0, 1, 0, . . . ), (m

(s)
M ) is

(1, 0t1 , 1, 0t2 , 1, 0t3 , . . . ) and (m
(s)
R ) is

(1, (1n−2, 0)u1 , 1, (1n−2, 0)u2 , 1, (1n−2, 0)u3 , . . . ) .
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We always take t1 = 0, and ti ≤ 1. By taking suitable consecutive ti equal to zero we can get

m
(2s)
L + m

(2s)
M = 2, with this sum always equal to one for odd indices. It is possible that the

computation never stops. If n is odd, we need u2l−1 = 0 for all l, while the u2l may be arbitrary.
If n is even, then ui ≤ 1. If ui = 0 then also ui+1 = 0. If n = 2, we see no difference between

EM and ER, and indeed the sequences (m
(s)
M ) and (m

(s)
R ) are of the same shape.

7.4. Dk+1,2
2k+1 . The configuration is connected to vertices ER and EL. We claim that the coefficient

zL of EL in the fundamental cycle can be at most two. We compute the fundamental cycle with

EL as central vertex. The relevant information on the cycle Y
(1)
∆,R is given in the entry for

RDk+1,2
2k+1 in Table 6. If the coefficient of ER is s, then the multiplicity of the vertex adjacent

to EL is m
(1)
L = b 2k+1+s

2 c. We assume that EL · Z(1) = 1. If s = 2t + 1, then Y
(2)
∆,R = ∅ and

the computation stops with zL = 2 and zR = 2t + 1. If s = 2t + 2, then Γ
(2)
∆,R has only an

A1,1
2k -configuration between EL and ER, so ER is not a bad vertex for Y

(2)
∆,R and m

(2)
L = 1. As

b 2k+1+s
2 c = k + 1 + t ≥ 3, the computation again stops with zL = 2. Depending on whether

ER · Z(1) = 0 or less, zR = 2t+ 3 or zR = 2t+ 2.

7.5. Dk,2
2k . In this case only one of the vertices EL and ER is bad. In the symmetric case k = 2 we

assume that ER is the bad vertex. We compute as in the previous case with EL as central vertex.

If the coefficient of ER in Y
(1)
∆,R is s (with s > 1 if and only if ER is bad), then m

(1)
L = b 2k+s

2 c.
If s = 2t− 1, then m

(2)
L = 1. If k ≥ 3, then b 2k+s

2 c = k + t− 1 ≥ k ≥ 3. For k = 2 we assumed
s > 1, so t > 1 and again k+ t− 1 ≥ 3. So the computation stops with zL = 2, and zR = 2t− 1

or zR = 2t. If s = 2t, then Y
(2)
∆,R = ∅ and the computation stops with zL = 2 and zR = 2t.

7.6. A2,k,2
n . As in the cases IA2,k

n and IIAk,2
n we compute with the rupture point in the A2,k,2

n -

configuration as central vertex E0. The sequence (m
(s)
L ) is

(1, (1k−2, 0)s1 , 1, (1k−2, 0)s2 , 1, (1k−2, 0)s3 , . . . ) ,

the sequence (m
(s)
M ) is

(1, 0k+t1−2, 1, 0k+t2−2, 1, 0k+t3−2, . . . ) .

and finally (m
(s)
R ) is

(1, (1n−k+1, 0)u1 , 1, (1n−k+1, 0)u2 , 1, (1n−k+1, 0)u3 , . . . ) .

First suppose EM is a bad vertex, i.e., t1 = 0. We may assume that k > 2. Then EL is not
a bad vertex, s1 > 0, except possibly if n has the lowest possible value 2k − 3, when there is
an arrowhead between EM and EL at E0. In that case the chains from E0 to EL and ER are
equally long. As n − k + 1 = k − 2, not all three of s1, t1 and u1 are zero, so upon relabeling
we may assume also here that s1 > 0. As in the case IA2,k

n we find that the computation stops

with the first 0 in the sequence (m
(s)
R ), or in the step immediately after. It is however possible

that there is no 0 in this sequence; this happens if ui = 0 for all i.
If t1 > 0, then s1 = 0, and if n = 2k − 3, also u1 = 0. For most values of s we will have

m
(s)
L +m

(s)
R = 2, but we want that m

(s)
L +m

(s)
R = 1 for s = p(k−1)+

∑p
i=1 ti+1 for all p ≥ 1. We

determine on which places in the sequence (m
(s)
L ) there are zeroes. Let

∑i−1
j=1 sj < r ≤

∑i
j=1 sj .

Then the r-th zero is on place r(k − 1) + i. Similarly the r-th zero in the sequence (m
(s)
R ) is on

place r(n− k + 2) + i, if
∑i−1

j=1 uj < r ≤
∑i

j=1 uj .
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If k = 2, we may upon relabeling assume that t1 > 0. Then the same description holds. In
particular, if n = 1, we have the sequences

(1, 0s1 , 1, 0s2 , . . . ), (1, 0t1 , 1, 0t2 , . . . ), and (1, 0u1 , 1, 0u2 , . . . ).

Once again we stress that we do not investigate, which values of si, ti and ui are possible.

7.7. Multiplicity at most two. In the previous subsections we have tried to make the multi-
plicity of the fundamental cycle at non-(−2)’s as large as possible. The computations above also
tell us when the multiplicity does not exceed two. Now we make the conditions explicit in terms
of the multiplicities of the other components of the graph, attached to the two non-(−2)’s. Let
Ea be one of these vertices. Then as before Γa is the union of connected components, attached

to Ea. Let Ea +Y
(1)
a be the fundamental cycle on {Ea}∪Γa, and denote by n

(1)
a the sum of the

multiplicities of Y
(1)
a at the vertices of Γa, adjacent to Ea. At the stage of the computation of

the fundamental cycle, when the multiplicity of Ea has increased to 2, we need the fundamental

cycle Ea + Y
(2)
a on {Ea} ∪ Γ

(2)
a , where Γ

(2)
a is a connected component with vertices satisfying

Ei · (Ea + Y
(1)
a ) = 0; then E

(2)
a is the sum of the multiplicities of Y

(2)
a , adjacent to Ea.

7.7.1. A1,1
n . As before we assume that EL is the bad vertex. The computation with EL as central

vertex should stop at s = 2, so EL · Z(1) = 1 and EL · Z(2) ≤ 0. As the multiplicity of ER also
should be two, we need ER · Z(1) = 0. This gives us

n
(1)
L = bL,

n
(2)
L ≤ bL − 2,

n
(1)
R = bR − 1,

n
(2)
R ≤ bR − 1.

7.7.2. IA2,k
n . First consider the case that EM is the bad vertex, so t1 = 0 and s1 > 0. If s1 > 1,

then the computation stops before the multiplicity zL becomes two, or zM becomes at least three.
Therefore s1 = 1. We have the sequences (1, 1k−2, 0, 1, 1k−2, 0, . . . ) and (1, 0k−2, 1, 0k+t2−2, 1, . . . ).
As n− k+ 1 ≥ k we have n− k+ 2 ≥ k+ 1. The condition that the multiplicities do not exceed
two depend on n. If n − k + 2 ≤ 2k − 2, the computation always stops at s = n − k + 2. If
n− k + 2 = 2k − 1, then we need t2 ≥ 1 and if n− k + 2 ≥ 2k, then we t2 ≥ 2. Thus

n
(1)
L = bL − 2,

n
(2)
L ≤ bL − 2,

n
(1)
M = bM − k + 1,

n
(2)
M ≤


bM − k + 1, if n ≤ 3k − 4,

bM − k, if n = 3k − 3,

bM − k − 1, if n ≥ 3k − 2.

If EL is the bad vertex, we have s1 = 0 and we need t1 = 1. Furthermore s2 ≥ 1.
If n− k+ 2 = k+ 1, the computation stops at s = n− k+ 2. Otherwise we need s2 > 1. This

gives

n
(1)
L = bL − 1,

n
(2)
L ≤

{
bL − 2, if n = 2k − 1,

bL − 3, if n ≥ 2k,

n
(1)
R = bR − k,

n
(2)
R ≤ bR − k.

7.7.3. IIAk,2
n . If u1 > 0, so t1 = 0, the computation stops too early or the coefficient of EM

becomes too high. We need u2 > 0. The value of t2 depends again on n. The results also hold
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for k = 2.

n
(1)
M = bM − k + 1,

n
(2)
M ≤


bM − k + 1, if n ≤ 3k − 5,

bM − k, if n = 3k − 4,

bM − k − 1, if n ≥ 3k − 3,

n
(1)
R = bR − 1,

n
(2)
R ≤ bR − 2.

7.7.4. Dk+1,2
2k+1 . In the notation of 7.4 we need that s = 2 and ER · Z(1) < 0. This gives us

n
(1)
L = bL − k,

n
(2)
L ≤ bL − k,

n
(1)
R = bR − 1,

n
(2)
R ≤ bR − 3.

7.7.5. Dk,2
2k . In this case s ≤ 2 and zR = 2. We first assume k > 2. This gives two possibilities.

If s = 1 we obtain

n
(1)
L = bL − k + 1,

n
(2)
L ≤ bL − k + 1,

n
(1)
R = bR − 2,

n
(2)
R ≤ bR − 2

and for s = 2

n
(1)
L = bL − k,

n
(2)
L ≤ bL − k,

n
(1)
R = bR − 1,

n
(2)
R ≤ bR − 2.

The last formula also works for the symmetric case k = 2, if we assume that ER is the bad
vertex.

7.7.6. A2,k,2
n . We have to determine the conditions that at least two multiplicities become 2,

whereas none may become 3. We argue as in the cases IA2,k
n and IIAk,2

n . If ER (t1 = 0) is bad
we may assume that k > 2. If s1 > 1, the multiplicity of EL remains 1, which is seen by the

absence of the entry for n
(2)
L :

n
(1)
L ≤ bL − 3, n

(1)
M = bM − k + 1,

n
(2)
M ≤

{
bM − k + 1, if n ≤ 3k − 6,

bM − k, if n ≥ 3k − 5,

n
(1)
R = bR − 1,

n
(2)
R ≤ bR − 2.

If s1 = 1 and u1 < 0 (so n
(1)
R < bR − 1), then n > 2k− 3; for n = 2k− 3 one has, if necessary, to

interchange EL and ER. We get

n
(1)
L = bL − 2,

n
(2)
L ≤ bL − 2,

n
(1)
M = bM − k + 1,

m
(2)
M ≤


bM − k + 1, if n ≤ 3k − 5,

bM − k, if n = 3k − 4,

bM − k − 1, if n ≥ 3k − 3,

n
(1)
R ≤ bR − 2.

It is also possible that all three multiplicities are 2:

n
(1)
L = bL − 2,

n
(2)
L ≤ bL − 2,

n
(1)
M = bM − k + 1,

n
(2)
M ≤


bM − k + 1, if n ≤ 3k − 6,

bM − k, if n = 3k − 5,

bM − k − 1, if n ≥ 3k − 4,

n
(1)
R = bR − 1.

n
(2)
R ≤ bR − 2.
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If EM is not bad, we allow that k = 2.

n
(1)
L = bL − 1,

n
(2)
L ≤ bL − 2

n
(1)
M = bM − k − 1, n

(1)
R = bR − 1.

n
(2)
R ≤ bR − 2.

Also now it is possible that all three multiplicities are 2:

n
(1)
L = bL − 1,

n
(2)
L ≤

{
BL − 2, if n = 2k − 3,

bL − 3, if n ≥ 2k − 2,

n
(1)
M = bM − k,

n
(2)
M ≤ bM − k,

n
(1)
R = bR − 1.

n
(2)
R ≤ bR − 2.

8. Low degree

The classification of rational graphs of degree three was given by Artin [1], degree four by the
author [14] and degree five by Tosun et al. [16]. In these cases there is at most one non-reduced
non-(−2), so the classification can be written using the results of Sections 2 and 6. For degree
six one new case arises, with two non-reduced non-(−2)’s; here the results of Subsection 7.7
suffice, as we presently shall make explicit. For degree 7 one can use the same methods; we
do not go into detail. Things become more complicated for degree 8, where possibility of three
non-reduced non-(−2)’s appears. We classify the occurring graphs in this section.

8.1. Degree six. We start with the classification of graphs of canonical models. The ones with
reduced fundamental cycle are given in Table 4. From it one can also infer the other possibilities:
just replace some vertices with weight −b with a vertex of weight −3 and multiplicity b− 2, or
the (−6) by a (−4) of multiplicity 2. We do not treat all cases, where there is only one non-(−2)
with higher multiplicity, but We give partial results for some cases and as example we list the
complete classification in the case of highest multiplicity.

The new case in degree 6 is that there are two (−3)-vertices with multiplicity two in the
fundamental cycle. The possible configurations are described in Section 7.7. We have to specialise
to the case that the vertex weights are 3.

We write C(m1,m2) for any combination of RDP-configurations realising the multiplicity
sequence (m1,m2), and C(m1,≤ m2) for configurations where the total second multiplicity is
at most m2. The notation C(0, 0) stands for the empty configuration. These combinations can
be found from Table 5; e.g., (3,≤ 1) stands for 2A1

1 + A1
n (n ≥ 1), A3

5, A3
6, ID2

k + A1
1, A2

3 + A1
1,

A2
4 +A1

1, IID2
5 +A1

1, IID3
6, IID3

7 and E3
7 .

Proposition 8.1. Suppose the graph of the RDP-resolution consist of two (−3)-vertices, both
with multiplicity 2. Then they are connected by one of the RDP-configurations, listed in Table 8
together with the the other configurations at the left and the right vertex.

Proposition 8.2. Suppose the graph of the RDP-resolution consist of one (−3)-vertex, with
multiplicity 4. The following combinations of RDP-configurations are possible.

A2
4 + 2A1

3, A2
4 +A2

7, A1
1 +A2

6 +A1
≥3,

IID2
5 +A2

6, A1
1 +A1

2 +A2
8, A1

1 +A1
2 +A1

3 +A1
≥3,

IID2
5 +A1

2 +A1
≥3, A1

1 +A3
10, A1

1 +A1
2 +A2

7.

Proof. We argue as in the proof of Proposition 6.6. We first consider only RDP-configurations
of type A1

n and A2
2k. We need either A1

1 or A2
4. As A2

4 gives the sequence (2, 1, 1, 2, 0), we need
the sequence (2, 2, 2, 0), so the configuration 2A1

3. If there is exactly one A1
1, we further need A1

2

or A2
6. In the first case we can complete with A2

8 or A1
3 +A1

n with n ≥ 3, in the second only with
A1

n, n ≥ 3. Table 5 gives the possible equivalent configurations. �
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Table 8.

name left right

A1,1
n C(3,≤ 1) C(2,≤ 2)

IA2,2
3 C(2,≤ 1) C(1,≤ 1)

IA2,2
≥4, C(2, 0) C(1,≤ 1)

IA2,3
5 C(2,≤ 1) C(0, 0)

IA2,3
≥6 C(2, 0) C(0, 0)

IA2,3
5 C(1,≤ 1) (1,≤ 1)

IA2,3
6 C(1,≤ 1) C(1, 0)

IA2,4
7 C(1,≤ 1) C(0, 0)

IA2,4
8 C(1,≤ 1) C(0, 0)

IIA2,2
2 C(2,≤ 1) C(2,≤ 1)

IIA2,2
≥3 C(2, 0) C(2,≤ 1)

name left right

IIA3,2
4 C(1,≤ 1) C(2,≤ 1)

IIA3,2
5 C(1, 0) C(2,≤ 1)

IIA4,2
6 C(0, 0) C(2,≤ 1)

IIA4,2
7 C(0, 0) C(2,≤ 1)

D2,2
4 C(1,≤ 1) C(2,≤ 1)

D3,2
5 C(1,≤ 1) C(2, 0)

D3,2
6 C(0, 0) C(2,≤ 1)

D3,2
6 C(1,≤ 1) C(1,≤ 1)

D4,2
7 C(0, 0) C(2, 0)

D4,2
8 C(0, 0) C(1,≤ 1)

Next we consider the case that the hypertree for the RDP-resolution has a T -joint. The
smallest tree realising it looks as follows. v

2

As drawn, the vertex EM has multiplicity two. The other cases are also possible, and occur in
the classification, but they give basically the same graph.

Proposition 8.3. If the hypertree of the RDP-resolution has a T -joint and EM is the vertex of
higher multiplicity, the configurations

MA2,3,2
3 +C(1,≤ 1), MA2,3,2

4 +C(1,≤ 1), MA2,3,2
≥5 +C(1, 0), MA2,4,2

5 , MA2,4,2
6 , and MA2,4,2

≥7

can be attached to EM ; at ER an A1
n is possible and also at EL in the symmetric case of

minimal n = 2k − 3. To ER of higher multiplicity the configurations RA2,2,2
n + C(2,≤ 2) and

RA2,3,2
n +C(2,≤ 1) can be attached; at EL an A1

n is possible and also at EM in the case k = 2.

The last possibility is LA2,2,2
≥2 + C(2,≤ 1) with an optional A1

n at ER.

Proof. We use Table 7. The only thing to note is that we stop the computation earlier, at step
two, so in the case LA2,2,2

≥3 the multiplicity at EM does not reach the value n + 1, but remains
3. �

For two other cases, with the following graphs for the RDP-resolution,

3 2

we only show how they can be realised, using configurations of type LA1,1
n for the connection

to other (−3)’s, and configurations C(m1,≤ m2) and C(m1,m2,≤ m3); as before this notation
stands for any combination of configurations, realising a multiplicity sequence.

Proposition 8.4. Suppose the graph of the RDP-resolution consist of two (−3)-vertices, one
with multiplicity 3. This type can be realised by attaching to the curve of multiplicity 3 a combi-
nation LA1,1

0 + C(3, 3,≤ 2), LA1,1
1 + C(3, 2,≤ 2) or LA1,1

≥2 + C(3, 2,≤ 1).
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Two reduced (−3)’s with a (−3) of multiplicity 2 in between can be realised by attaching, to
the vertex of multiplicity 2,

LA1,1
0 + LA1,1

0 + C(2,≤ 2), LA1,1
≥1 + LA1,1

0 + C(2,≤ 1), or LA1,1
≥1 + LA1,1

≥1 + C(2, 0).

The three remaining cases are easier.

8.2. Degree eight. We consider here only the cases that there are three (−3)-vertices, all with
multiplicity two in the fundamental cycle. Either all three are connected by a single A2,k,2

n

configuration, or they form a chain. The first possibility is a special case of Section 7.7.6.

Proposition 8.5. Suppose the graph of the RDP-resolution consist of three (−3)-vertices, all
with multiplicity 2, connected by a single A2,k,2

n configuration. Then following values for n and
k are possible, with the given other configurations at each vertex.

name left middle right

A2,2,2
1 C(2,≤ 1) C(1,≤ 1) C(2,≤ 1)

A2,2,2
n C(2, 0) C(1,≤ 1) C(2,≤ 1)

A2,3,2
3 C(2,≤ 1) C(0, 0) C(2,≤ 1)

A2,3,2
n C(2, 0) C(0, 0) C(2,≤ 1)

A2,3,2
3 C(1,≤ 1) C(1,≤ 1) C(2,≤ 1)

A2,3,2
n C(1,≤ 1) C(1, 0) C(2,≤ 1)

A2,4,2
5 C(1,≤ 1) C(0, 0) C(2,≤ 1)

A2,4,2
6 C(1,≤ 1) C(0, 0) C(2,≤ 1)

Finally we consider a chain of non-reduced (−3)’s. Let the vertices be called EL, EM and
ER. We compute the fundamental cycle as described in Section 5 with EM as central vertex.
The complement Γ \ {EM} decomposes into the connected components ΓL and ΓR, contain-
ing respectively EL and ER, and the union ΓM of the remaining components. We consider

the multiplicity sequences (m
(s)
L ) = (m

(1)
L ,m

(2)
L ), (m

(1)
M ,m

(2)
M ) and (m

(1)
R ,m

(2)
R ). We need that

m
(1)
L +m

(1)
M +m

(1)
R = 4 and m

(2)
L + m

(2)
M + m

(2)
R ≤ 2. Upon interchanging EL and ER we may

assume that m
(1)
L ≥ m(1)

R .

Proposition 8.6. For a chain of three (−3)’s with multiplicity 2 in the fundamental cycle the
following multiplicity sequences are possible, when computing with the middle vertex as central
vertex.

(m
(s)
L ) (m

(s)
M ) (m

(s)
R )

(3,≤ 1) (0, 0) (1, 1)
(2,≤ 2) (0, 0) (2, 0)
(2, 1) (0, 0) (2, 1)

(m
(s)
L ) (m

(s)
M ) (m

(s)
R )

(2, 0) (1,≤ 1) (1, 1)
(2, 1) (1, 0) (1, 1)
(1, 1) (2, 0) (1, 1)

The configurations giving the required values for (m
(1)
M ,m

(2)
M ) can be read off from Table 5.

We have C(1, 0) = A1
1, C(1, 1) = A1

n, n > 1, and C(2, 0) can be 2A1
1, A2

3 or ID2
k. For (m

(1)
L ,m

(2)
L )

and (m
(1)
R ,m

(2)
R ) we use Table 6. It suffices to describe the possible configurations for EL. The

result is given in Table 9.
We have to distinguish cases depending on whether EL is a bad vertex for ΓL ∪{EM} or not.

If bad, then the multiplicity of EL in Y
(1)
L is two, and the multiplicity does not increase in the

second step. This means that Ei ·Z(1) < 0 for some vertex Ei on the chain between EL and EM .
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This is an extra condition, which excludes a number of cases from Table 6. If EL is not bad,

then its multiplicity in Y
(1)
L is one, and Ei ·Z(1) = 0 for all vertices Ei on the chain between EL

and EM , including EL. In this case m
(2)
L ) ≥ 1.

Table 9.

(m
(1)
L ,m

(2)
L ) EL bad EL not bad

(1, 1) LA1,1
n + C(2,≤ 2)

(2, 0) LA1,1
n + C(3,≤ 1)

(2, 1) M IIA2,2
2 + C(2,≤ 1) LIA2,2

3 + C(1,≤ 1)

M IIA2,2
3 + C(2, 0) LD2,2

4 + C(1,≤ 1)

M IIA3,2
4 + C(1,≤ 1) M IA2,3

5 + C(0, 0)

M IIA3,2
5 + C(1, 0) LD3,2

6 + C(0, 0)

M IIA4,2
6 + C(0, 0)

M IIA4,2
7 + C(0, 0)

(2, 2) RIIA2,2
≥3 + C(2,≤ 2) LIA2,2

≥4 + C(1,≤ 1)

LD2,2
5 + C(1,≤ 1) M IA2,3

≥6 + C(0, 0)

LD3,2
7 + C(0, 0)

(3, 0) LIA2,2
3 + C(2, 0)

LD2,2
4 + C(2,≤ 1)

M IA2,3
5 + C(1, 0)

LD3,2
6 + C(1,≤ 1)

M IA2,4
7 + C(0, 0)

LD4,2
8 + C(0, 0)

(3, 1) LIA2,2
≥4 + C(2, 0) LIA2,3

5 + C(1,≤ 1)

RIIA3,2
4 + C(2, 0) RD3,2

6 + C(1,≤ 1)

RD3,2
5 + C(2, 0)

M IA2,3
6 + C(1, 0)

M IA2,4
8 + C(0, 0)

We give the graphs for the simplest ways to realise a chain of three (−3)’s with multiplicity
2, depending on EL or ER being bad. Again it would be interesting to know whether these
singularities have the same format.

u
u
u

u
u

u u
u
u u u

u u
u

u u u
u
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Hodge-theoretic splitting mechanisms for projective maps

Mark Andrea A. de Cataldo

Abstract

According to the decomposition and relative hard Lefschetz theorems, given a pro-
jective map of complex quasi projective algebraic varieties and a relatively ample line
bundle, the rational intersection cohomology groups of the domain of the map split into
various direct summands. While the summands are canonical, the splitting is certainly
not, as the choice of the line bundle yields at least three di↵erent splittings by means
of three mechanisms in a triangulated category introduced by Deligne. It is known that
these three choices yield splittings of mixed Hodge structures. In this paper, we use the
relative hard Lefschetz theorem and elementary linear algebra to construct five distinct
splittings, two of which seem to be new, and to prove that they are splittings of mixed
Hodge structures.
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1 Introduction and main theorem

Let f : X ! Y be a projective map of complex quasi projective varieties, let

H := �
d�0

IHd(X,Q)

be the total intersection cohomology rational vector space of X and let ⌘ 2 H2(X,Q) be
the first Chern class of an f -ample line bundle on X. We refer to the survey [6] for the
background concerning perverse sheaves and the decomposition and relative hard Lefscehtz
theorems etc. that we use.
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The map f endows H with the perverse Leray filtration P . The graded objects

H
p

:= P
p

H/P
p�1

H

are non-trivial only in a certain interval [�r, r], with r = r(f) 2 Z�0

. We thus obtain the
two objects H := (H,P ) and H⇤ = �

p

(H
p

, T [�p]) (T [�p] = the trivial filtration translated
to position p) in VQF , the filtered category of finite dimensional rational vector spaces.
Obviously, every filtration on a vector space by vector subspaces splits and we have a good
(= inducing the identity on the graded pieces) isomorphisms ' : H⇤ ⇠= H in VQF .

The vector space H underlies a natural mixed Hodge structure (MHS). The subspaces
P
p

H are mixed Hodge substructures (MHSS) so that the graded objects H
p

are endowed
with a natural MHS. Let MHS be the Abelian category of rational mixed Hodge structures.
It is natural to ask whether there are good-isomorphisms ' : H⇤ ⇠= H in MHSF , the filtered
category of mixed Hodge structures. In English, do we have splittings ' : �

p

H
p

⇠= H such
that the component H

p

! H is a map of MHS so that, in particular, the image is a MHSS?
In this paper, we list five distinct such mixed-Hodge theoretic good splittings. They are

built by using the f -ample ⌘ and they depend on it (see Theorem 1.1.1):

!
I

(⌘), !
II

(⌘), �
I

(⌘), �
II

(⌘), �
III

(⌘) : H⇤
⇠
= // H in MHSF (1)

The key to our approach is the relative hard Lefschetz theorem (RHL). The cup product
with ⌘ induces an arrow ⌘ : H! H[2](1) in MHSF . This means that ⌘ : H ! H(1) (Tate
shift (1)) is such that ⌘ : P

p

H ! P
p+2

H(1) (translation of filtration [2] and Tate shift (1)).
RHL yields isomorphisms in MHS:

⌘k : H�k

⇠
= // H

k

(k), 8 k � 0. (2)

Our main technical result, which in fact is proved in an elementary way, is as follows: let A
be an Abelian category with shift functors (n) and let (V, e) be a pair where e : V! V[2](1)
is an arrow in the filtered category A F inducing isomorphisms ek : V�k

⇠= V
k

(k), for every
k � 0; then there is a natural isomorphism !

I

(e) : V⇤ ⇠= V in A F .
With this result in hand, we easily verify that we can construct the remaining four split-

tings within A F . We then set A = MHS and deduce (1). Let us stress again, that we use
RHL in an essential way and that the point made in this paper is that once you have this
deep result, the splittings (1) stem from elementary linear algebra considerations.

The construction of the three splittings of type � is borrowed from [8]. However, it seems
that [8] only yields �-type splittings in VQF , i.e., not necessarily in its refinement MHSF .
By coupling [8] with the theory of mixed Hodge modules, one can indeed prove that the
splittings of type � take place in MHSF . By way of contrast, as pointed out above, the
constructions of this paper are based on the elementary construction of !

I

(e) in A F .
The fact that �

I

(⌘) is mixed-Hodge theoretic had been proved in [2, 4] (projective and
quasi projective case, respectively) by using the properties of the cup product, of Poincaré
duality and geometric descriptions of the perverse Leray filtration P on H associated with
the map f . The proof that �

I

(⌘) is an isomorphism in MHSF that we give here is di↵erent
since it does not use the aforementioned special features of the geometric situation.

The simple Examples 2.6.4 and 2.6.5 show that the five splittings (1) are, in general,
pairwise distinct.
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There is a natural condition, the existence of an e-good splitting, under which the five
splittings coincide; see Definition 2.4.5 and Proposition 2.6.3.

In the paper [7], we proved the following result (auxiliary to the main result of [7]): the
Hitchin fibration f : X ! Y for the groups GL

2

(C), SL
2

(C) and PGL
2

(C) associated with
any compact Riemann surface of genus g � 2 and with Higgs bundles of odd degree, presents
a natural f -ample line bundle ↵ and, in the terminology of the present paper, the splitting
�
I

(↵) is ↵-good ([7] shows that (55) holds for �
I

(↵)). In particular, in this case, the five
splittings coincide.
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especially Mircea Mustaţă, for their kind and generous hospitality and gratefully acknowledge
partial financial support from the N.S.F., the Frederick W. and Lois B. Gehring Visiting
Professorship fund and the David and Lucille Packard foundation.

1.1 The main theorem

A splitting H⇤ ⇠= H in VQF acquires significance only if we can describe H⇤. This is the
content of the decomposition theorem of Beilinson, Bernstein, Deligne and Gabber (see the
survey [6]) which implies the highly non-trivial fact that, up to a simple renumbering of
cohomological degrees, we have that H

p

= H(Y, pHp(Rf⇤ICX

)), where pHp(Rf⇤ICX

) is the
p-th perverse cohomology sheaf of the push-forward Rf⇤ICX

of the intersection cohomology
complex IC

X

of X (= Q
X

[dimC X], if X is nonsingular).
Let us briefly discuss how the cohomology groups of these perverse sheaves split accord-

ing to the decomposition by supports and to the primitive Lefschetz decomposition coming
from RHL. Let us start with the one by supports, i.e., the Z’s appearing in what follows:
each perverse sheaf Hp := pHp(Rf⇤ICX

) is a semi-simple perverse sheaf and decomposes
canonically by taking supports: Hp = �

Z

Hp

Z

, where the sum is finite and the summands are
the intersection cohomology complexes with suitable semisimple local coe�cients of suitable
closed integral subvarieties Z of Y .

The RHL induces the primitive Lefschetz decompositions (PLD) of Hp: recall that p 2
[�r, r]; let i � 0; set P⌘

�i,Z

= Ker {⌘i+1 : H�i

Z

! Hi+2

Z

} and, for 0  j  i, set P⌘

ij,Z

:=

Im {⌘j : P⌘

�i,Z

! H�i+2j}; then the PLD reads as Hp = ��i+2j=p

�
Z

P⌘

ij,Z

(sum subject
to 0  j  i). Set P ⌘

�i

(�j)
Z

:= H(Y,P⌘

ij,Z

); it is a MHSS of H�i+2j

. Note that ⌘ induces

isomorphisms ⌘j : (P ⌘

�i

(0)
Z

)(�j) ⇠= P ⌘

�i

(�j)
Z

of MHS. By combining the decomposition by
supports with the primitive one, we obtain the splitting �

i,j,Z

P ⌘

�i

(�j)
Z

⇠= H⇤ which, in view
of [1, 2, 4, 5], is a splitting of MHS. We set P⌘

p

:= (��i+2j=p,Z

P ⌘

�i

(�j)
Z

, T [�p]) (sum subject
to 0  j  i; trivial filtration translated to position p) which is an object in MHSF .

By taking into account these refined splittings, we have the corresponding refinements
of (1). We note that everything holds just as well, with the same proofs, for intersection
cohomology with compact supports.

The main result of this paper is the following
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Theorem 1.1.1 Let f : X ! Y , ⌘ and H be as above. There are five distinguished good
splittings (1) in MHSF :

L
0ji, Z

P⌘

�i

(�j)
Z

⇠
= // H⇤. (3)

Similarly, for intersection cohomology with compact supports.

Proof. We first work in the abstract setting outlined in §2.1 of the filtered category A F
of an Abelian category A endowed with a shift functor. In this context, we work with an
object V and an arrow e : V! V[2](1) subject to the HL condition (32).

The splitting !
II

(e) is obtained by the “dual” procedure as follows. Let A o be the category
opposite to A ; it is Abelian and can be endowed with a shift functor coming from the given
one in A . We then have that eo : Vo ! Vo[2]o(1)o in A oF satisifes the corresponding HL
condition (32). We thus obtain !

I

(eo) : Vo

⇤
⇠= Vo. We set !

II

:= ((!
I

(eo))o)�1.
The splitting �

I

(e) is constructed in §2.4. The proof is parallel to [8], §2 with the following
two changes: (i) instead of using the existence of a splitting arising from [8], §1, which is
proved using some basic features of t-categories, features that A F does not present, we use
the existence of either of the splittings !(e) established above; (ii) we adapt the proof of [8],
Lemma 2.1, which again takes place in the context of a t-category, to the context of A F .

The splitting �
II

(e) is obtained in §2.5 by following the procedure “dual” to the one
followed to produce �

I

(e).
Finally, �

III

(e), which necessitates that we work with a Q-category (= the Hom-sets are
rational vector spaces), is constructed in §2.6 by adapting the corresponding construction in
[8], §3. This construction is self-dual.

We now specialize to A := MHS, with shift functor given by the Tate shift and to
(V, e) := (H, ⌘) and conclude, due to the fact that the HL condition (32) is met by the RHL
(2).

2 The five splittings

2.1 Filtered category associated with an Abelian category

Let A be an Abelian category whose elements we denote V,W , etc. For ease of exposition
only, in this paper we make heavy use of the language of sets and elements.

A filtration F on V is a finite increasing filtration, i.e., an increasing sequence of subobjects

. . . ✓ F
p

V ✓ F
p+1

V ✓ . . . ✓

of V such that F
p

V = 0 for p⌧ 0 and F
p

V = V for p� 0. We set GrF
p

V := F
p

V/F
i�1

V . We
denote by T the trivial filtration on V : T�1

V = 0 ✓ T
0

V = V . Given n 2 Z, we denote by
F [n] the n-th translate of F : F [n]

p

V := F
n+p

V , so GrF [n]

p

V = GrF
n+p

V ; for example T [�p]
is the trivial filtration in position p.

Given a pair V := (V, F ) and a subquotient U of V , the filtration F on V induces a
filtration on U , which we still denote by F ; for example (GrF

p

V, F ) = (GrF
p

V, T [�p]). In
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particular, for every p  q 2 Z, we have the following pairs associated with V:

Vp

:= (F
p

V, F ), V�p

:= (V/F
p�1

V, F ),

V
p

:= (GrF
p

V, F ), V
[p,q]

:= (F
q

V/F
p�1

V, F ).

(4)

We say that V has type [a, b], with a  b, if GrF
p

V = 0 for every p /2 [a, b].
Given (V, F ) and (W,F ), an arrow l : V ! W in A is said to be a filtered arrow if it

respects the given filtrations, i.e., l maps F
p

V to F
p

W , for every p.
The filtered category A F associated with A is the category with objects the pairs

V = (V, F ) and arrows the filtered arrows. In particular, an arrow l : V ! W induces
arrows on the objects listed in (4), e.g., l

i

: V
i

!W
i

. An arrow l in A F is an isomorphism
if and only if l

i

is an isomorphism for every i 2 Z.
We have functors [n] : A F ! A F , (V, F ) = V 7! V[n] := (V, F [n]), etc.
We have the following graded-type objects, in A , A F and A F , respectively:

V⇤ := �
p

V
p

, V⇤ :=
M

p

V
p

, eV⇤ :=
M

p

(V
p

, T [�p]) . (5)

We say that V splits in A F it there is an isomorphism in A F :

' : V⇤
⇠
= // V. (6)

We say that a splitting ' is good if, for every p, the induced map '
p

: V
p

⇠= V
p

is the identity.

Remark 2.1.1 If V splits, then there is a good splitting: let '
p

: V
p

⇠= V
p

be the induced
isomorphisms and replace ' with ' � (P

p

'�1

p

).

The category A F is pre-Abelian (additive with kernels and cokernels), hence pseudo-
Abelian (every idempotent has a kernel). In particular, given an idempotent ⇡ : V ! V,
⇡2 = ⇡, we have canonical splittings in A F :

V = Ker (id� ⇡)�Ker⇡ = Im⇡ �Ker⇡. (7)

The arrow ◆ : (V, T ) ! (V, T )[1) induced by the identity is such that the induced arrow
Coim ◆! Im ◆ is not an isomorphism so that A F is not Abelian.

Example 2.1.2 The example we have in mind is the one where A is the Abelian category
MHS of integral (or rational) mixed Hodge structures (MHS) where the arrows are the maps
that respect the weight and Hodge filtrations. The Tate shift functor, denoted by (1) is such
that if Z is the pure Hodge structure with weight zero and type (0, 0), then Z(1) is the pure
Hodge structure with weight �2 and type (�1,�1). Note that, for example, the cup product
with the first Chern class L of a line bundle on a complex algebraic variety X induces, for
every k � 0, a map L : IHk(X,Z) ! IHk+2(X,Z)(1). An element M = (M,F ) of MHSF
is a MHS M (with its weight and Hodge filtrations) equipped with an additional filtration F
for which F

p

M is a mixed Hodge substructure (MHSS) of M for every p.
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Let (1) : A ! A , V 7! V (1), l 7! l(1), be an additive and exact autoequivalence and, for
m 2 Z, denote by (m) its m-th iterate, called the m-shift functor.

By exactness, the shift functors lift to functors (also called shift functors):

(m) : A F �! A F , V = (V, F ) 7�! (V (m), F ) =: V(m), l 7�! l(m), (8)

and we have
(V(m))

p

= V
p

(m), GrF
p

(l(m)) = (GrF
p

l)(m). (9)

The shift functors commute with the tanslation functors, so that we can write V[n](m)
unambiguously. We have (V[n](m))

p

= V
n+p

(m), etc.
For every p 2 Z, an arrow l : V!W[n](m) induces arrows in A :

l
p

: V
p

// W
n+p

(m), (10)

where it is understood that:

W
n+p

(m) = GrF
n+p

(m) = GrF [n]

p

W (m). (11)

If V has type [a, b], then we have canonical arrows:

V
a

i

a // V
p

b // V
b

, (12)

first inclusion and last quotient, with compositum �
ab

Id.
An arrow l[n](m) obtained from an arrow l : V!W by shift/translation is simply denoted

by l : V[n](m)!W[n](m) (e.g., the arrow l�1

a

in (21) is really l�1

a

(�m)).
Let V and W be in A F , let m,n 2 Z, let l : V⇤ ! W⇤[n](m) be an arrow in A F

and let l
pq

: V
p

! W
q

[n](m) be the (p, q)-th component of l. We define the degree d 2 Z
homogeneous part l{d} of l by setting:

l{d} :=
X

q�p=d

l
pq

,

 
l =

X

d

l{d}
!
. (13)

Since V
p

= (V
p

, T [�p]) and W
q

[n](m) = (W
q

(m), T [�q + n]), we must have

l{d} = 0, 8d � n+ 1. (14)

Let A o denote the Abelian category opposite to A .

Remark 2.1.3 Let A = VQ be the category of finite dimensional rational vector spaces
and linear maps. The natural contravariant functor VQ ! V o

Q can be identified with taking
dual vector spaces and transposition of linear maps. Similarly, if we take A = MHS. This
observation may make what follows more down-to-earth and the computations of explicit
examples easier.

We have the exact anti-equivalence (�)o : A ! A o, (V
f! W ) 7�! (V o

f

o

 W o) whose
second iterate is the identity functor. We endow A o with the additive and exact shift functors
(m)o: V o 7! V o(mo) := (V (�m))o.
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A filtered object V = (V, F ) in A F gives rise to a filtered object Vo = (V o, F o) in A oF
by setting:

F o

i

V o = (V o)i

:= (V��i

)o. (15)

Contemplation of the following diagram may be useful:

Vi�1

mono //

##

Vi

✏✏

(Vi�1

)o (Vi

)o
epioo

V

✏✏

(V )o

OOff

V�i+1

V�i

epioo (V�i+1

)o

OO

mono // (V�i

)o.

(16)

Clearly, (V o)
i

= (V�i

)o and we set F o[n] := (F [�n])o.
We obtain an anti-equivalence (�)o : A F ! A oF whose second iterate is the identity

functor. The anti-equivalence (�)o is anti-compatible with translations, shifts and taking
graded pieces, etc., for example:

Vo[n]o(m)o = (V[�n](�m))o. (17)

An arrow l : V ! W[n](m) in A F yields the arrow lo : Wo ! Vo[n]o(m)o in A oF . This
arrow is really lo[n]o(m)o, but we omit those decorations for arrows.

We record the following fact for use in the next section.

Lemma 2.1.4 Let B be an additive category and let ⇢ : B ! B0 be an arrow in B. Assume
that the kernel ◆

⇢

: Ker ⇢ ! B of ⇢ exists and that there is a splitting r : B0 ! B of ⇢, i.e.,
⇢ � r = id

B

0 . Then the natural arrow

B0 �Ker ⇢
r+◆

⇢ // B (18)

is an isomorphism in B.

Proof. Note that ⇢ � (1� r ⇢) = 0, so that there is an unique arrow s : B ! Ker ⇢ such that
1� r � ⇢ = ◆

⇢

� s. It is easy to verify that the arrow:

B
(⇢,s) // B0 �Ker ⇢ (19)

yields the desired inverse to r + ◆
⇢

.

Remark 2.1.5 Assume, in addition, that B is pseudo-Abelian, e.g., B = A F , and consider
the idempotent arrow ⇡ := r � ⇢. Then we have a canonical isomorphism B = Im⇡ �Ker⇡.
This isomorphism can be canonically identified with the one in (19), for Ker⇡ = Ker ⇢, and
r identifies B0 with Im⇡.
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2.2 A splitting mechanism in A F

Let V = (V, F ) in A F be of type [a, b], let m 2 Z and let:

l : V // V[b� a](m) (20)

be an arrow such that the resulting arrow (10) is an isomorphism in A :

l
a

: V
a

⇠
= // V

b

(m). (21)

There is the commutative diagram in A F (see (12)):

V
a

� V
b

r

i

a

+li
a

l�1
a

//

1V
a

�V
b

((

V
⇢

0

(l�1
a

p

b

l,p
b

)

//

⇢

$$

V
a

� V
b

u

✓
1V

a

�l�1

a

p
b

l2i
a

l�1

a

0 1V
b

◆

✏✏
V

a

� V
b

(22)

so that:

⇢ : V
(l�1

a

p

b

l� l�1
a

p

b

l2i
a

l�1
a

p

b

, p

b

)
// V

a

� V
b

. (23)

The kernel Ker ⇢ of ⇢ in A F is the kernel Ker ⇢ of the underlying map in A with the
filtration induced by (V, F ). The natural inclusion induces a map in A F :

◆
⇢

: Ker ⇢ // V. (24)

Remark 2.2.1 Since the arrows u and l
a

in (22) are isomorphisms, we have that:

Ker ⇢ = Ker ⇢0 = Ker (p
b

� l) \Ker p
b

, (25)

and similarly, if we take into account the induced filtrations.

Lemma 2.2.2 The following arrow is an isomorphism in A F :

w : V
a

�Ker ⇢� V
b

i

a

+◆

⇢

+li
a

l�1
a

⇠
=

// V. (26)

Proof. Apply Lemma 2.1.4.

Remark 2.2.3 The map w (26) is uniquely determined by, and depends on, l. However, the
component i

a

, being the inclusion of the first subspace of the filtration, is independent of l.
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The object Ker ⇢ is of type [a+ 1, b� 1], the inclusion ◆
⇢

induces natural isomorphisms:

◆
⇢

p

: (Ker ⇢)
p

⇠
= // V

p

, 8 p 2 [a+ 1, b� 1] (27)

and, by taking subquotients, a natural isomorphism:

◆
⇢

[a+1,b�1]

: Ker ⇢
⇠
= // V

[a+1,b�1]

. (28)

By combining (26) with (28), we obtain an isomorphism:

w
[a,b]

: V
a

� V
[a+1,b�1]

� V
b

⇠
= // V, (29)

as well as its component:

w
[a+1,b�1]

: V
[a+1,b�1]

// V. (30)

Both isomorphisms induce the identity on the p-th graded pieces, for every p in (29), for
p 2 [a+ 1, b� 1] in (30).

One may picture the content of Lemma 2.2.2 as an unwrapping of the outmost layer
V

a

� V
b

of V via l. Note that in general, there is no natural non-trivial arrow from a
subquotient of an object to the object itself. The arrow (30) is made possible by the HL
condition.

2.3 The splittings !I(e) and !II(e)

Let V = (V, F ) in A F be of type [�r.r] for some r � 0. Up to a translation, this condition
can always be met and leads to simplified notation in what follows.

Let
e : V // V[2](1) (31)

be an arrow in A F . In particular, for every k � 0, we have the iterations ek and their
graded counterparts: (we drop the shift when denoting a shifted map and, in what follows,
we drop subscripts for the maps induced on graded objects):

ek : V // V[2k](k), ek = V
j

// V
j+2k

(k). (32)

Assumption 2.3.1 (Condition HL) We assume that (V, e) satisfies the hard Lefschetz-
type condition (HL), i.e., that the arrows:

ek : V�k

⇠
= // V

k

(k), 8k � 0, (33)

are isomorphisms in A .

The following proposition ensures that if the HL condition is met by a given (V, e), then
V splits, i.e., we have an isomorphism V ⇠= V (6). By keeping with the analogy of Remark
2.2.3, we may say that HL allows to completely unwrap V. Recall the notion of good splitting
(on inducing the identity on the graded pieces).
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Proposition 2.3.2 Let (V, e) satisfy the HL condition. There is a good splitting:

!
I

(e) = !
I

: V⇤ =
L

p2[�r.r]

V
p

⇠
= // V. (34)

Proof. By applying Lemma 2.2.2 and to l := er, so that [a, b] = [�r, r] and m = r, we obtain

w : V�r

�Ker ⇢� V
r

⇠
= // V. (35)

The arrow l yields the arrow l̃ := !�1

I

� l � !
I

on the lhs of (35). Keeping in mind that (26)
means that the filtration F on V splits, we obtain the Ker ⇢-component l0 of l̃:

l0 : Ker ⇢ // Ker ⇢[2](1). (36)

In view of (27), we have that l0 satisfies the HL condition.
By using (28) and (29), we replace Ker ⇢ with V

[�r+1,r�1]

and we obtain the desired splitting
!
I

(e) by descending induction on r.
By construction (i.e., l̃ = !�1

I

� l � !
I

, (27) and (33)), the isomorphism !
I

(e) induces the
identity on the graded pieces and is thus good.

The splitting !
II

(e) is obtained by the dual construction. This is explained in the proof
of Theorem 1.1.1.

Remark 2.3.3 In general, !
I

(e) 6= !
II

(e); see Examples 2.6.4 and 2.6.5. In particular,
neither of the two constructions !

I

(e) and !
II

(e) is self-dual.

The purpose of the next three sections is to show that if V splits in A F , then one can use
the HL property (33) to construct three additional natural splittings taking place in A F .
Note that these constructions are based solely on the existence of a splitting.

2.4 The first Deligne splitting �I(e)

Let (V, e) be as in (31) and assume that it satisfies the HL condition (33). In particular, in
view of (34), V splits in A F .

Let i � 0 and define the primitive objects in A :

P�i

:= Ker
�
ei+1 : V�i

�! V
i+2

(i+ 1)
 
. (37)

The subquotient P�i

of V inherits the filtration induced by F on V , i.e., the trivial filtration
translated in position �i, and we denote the resulting object in A F by:

P�i

= (P�i

, F ) = (P�i

, T [i]). (38)

We have the natural monomorphisms in A :

P�i

(�j) // V�i

(�j) e

j

// V�i+2j

(39)
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which, taken together, yield the canonical primitive Lefschetz decompositions (PLD) in A
and A F , respectively:

L
0ji

P�i

(�j) ✏

⇠
=

// V⇤,

L
0ji

(P�i

(�j), T [i� 2j]) =
L

0ji

P�i

(�j)[�2j] ✏

⇠
=

// V⇤.

(40)

We have the commutative diagram of epimorphisms and monomorphisms in A F :

P�i

mono //

mono

✏✏

V�i

mono

{{
V

epi // . . .
epi // V��i�1

epi // V��i

.

(41)

Note that (38) implies that if l : P�i

! W is an arrow in A F , then it factors through
W�i

, i.e., the underlying arrow l : P�i

!W , factors through F�i

W .

Lemma 2.4.1 Let (V, e) be as above. There is a unique arrow f
i

: P�i

! V in A F with
the following properties:

1. it lifts the natural arrow P�i

! V��i

in (41);

2. for every s > i � 0, the composition of the arrows below is zero:

P�i

e

s�f
i // V(s) // V�s

(s). (42)

Proof. The proof is essentially identical to the one of [8], Lemme 2.1 (see also [8], 2.3). We
include it, with the necessary changes, for the reader’s convenience. Recall that we use the
language of sets.

Let � : A F ! B be an additive functor into an Abelian category B. We denote �(e)
simply by e. Let i � 0 and x 2 �(V��i

) be such that 0 = ei+1(x) 2 �(V�i+2

).

CLAIM 1: there is a unique lift y 2 �(V��i�1

) of x such that 0 = ei+1(y) 2 �(V�i+1

).

Proof. For every a 2 Z, we have the natural maps:

V
a

// V�a+1

// V�a+1

. (43)

Since � is additive and, in view of Lemma 2.3.2, V splits in A F , we have the short exact
sequences in B stemming from (43):

0 �! �(V
a

) �! �(V�a

) �! �(V�a+1

) �! 0.

By naturality, we have the following commutative diagram of short exact sequences in B:

0 // �(V�i�1

) //

e

i+1⇠
=

✏✏

�(V��i�1

) //

e

i+1

✏✏

�(V��i

) //

e

i+1

✏✏

0

0 // �(V
i+1

(i+ 1)) // �(V�i+1

(i+ 1)) // �(V�i

(i+ 1)) // 0.

(44)
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The claim follows from a simple diagram-chase starting at x 2 �(V��i

).

CLAIM 2: under the same hypotheses as the ones of CLAIM 1, there is a unique lift y 2 �(V)
of x 2 �(V�i

) such that 8s > i, we have that 0 = es(y) 2 �(V�s

).
Proof. The element y found in CLAIM 1 satisfies the hypotheses of CLAIM 1 for i+1. Since
the filtration is finite, we conclude by a repeated use of CLAIM 1.

Let us apply CLAIM 2 to the functor �(�) := HomA F (P�i

,�) : A F ! Ab (Abelian
groups): set x : P�i

! V��i

to be as in (41).
The statement of the lemma follows by applying CLAIM 2 to x: the hypotheses of CLAIM
2 are met in view of the defining property (37) of P�i

, and the resulting element y is the
desired f

i

.

Let ' : V⇤ ⇠= V be any splitting. In view of the primitive Lefschetz decomposition (40),
we can talk about the components '

ij

: P�i

(�j)[�2j] ! V. Of course, there are many
splittings having components '

ii

= f
i

.
We define the first Deligne isomorphism �

I

(e) associated with (V, e) by taking the com-
positum of the following two isomorphism

�
I

(e) = �
I

: V⇤
✏

�1

(40)

//L
0ji

P�i

(�j)[�2j]
P

e

j�f
i

⇠
=

// V. (45)

By using the language of elements, if we denote by p
ij

the typical element in P�i

(�j)
and we form the typical element v⇤ 2 V⇤:

v⇤ =
X

p

v
p

= ✏

0

@
X

p

X

�i+2j=p

p
ij

1

A 2 V⇤, (46)

then
�
I

(e) : v⇤ 7�!
X

0ji

ej (f
i

(p
ij

)) . (47)

In particular, we have that

�
I

(✏(elp
ij

)) = el�
I

(✏(p
ij

)), 8 0  l  i� j. (48)

Remark 2.4.2 Let us omit the shifts, translations and filtrations. Let ' : V⇤ ⇠= V be a
splitting and '

i

: P�i

! V be the resulting components. By (37), we have that

ei+t � '
i

: P�i

! Vi+2t�1

,

for every t > 0. Lemma 2.4.1 yields f
i

: P�i

! V with

ei+t � f
i

: P�i

! Vi+t�1

,

for every t > 0, i.e., an improvement by t units with respect to an arbitrary splitting, even a
good one. The paper [7] exploits this special property of �

I

(e) in the context of a study of
the geometry of the Hitchin fibration.
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Remark 2.4.3 By constuction (see (45) and Remark 2.1.1), the isomorphisms �
I

(e) and
!
I

(e) are good (6). In general, the two di↵er from each other; see Examples 2.6.4 and 2.6.5.
However, they agree on V�r

�V
r

: in fact, both induce the identity on the graded pieces, so
that they must agree on V�r

= P�r

; by comparing the expression (45) for �
I

(e) restricted
to V

r

with the corresponding one for !
I

(e), i.e., (35) and (26), we see that they coincide. In
particular, if V

i

= 0 for every |i| 6= r, then !
I

(e) = �
I

(e).

Let ' : V⇤ ⇠= V be a splitting. The matrix ẽ(') of e with respect to ' is defined by
setting:

ẽ(') = ẽ :=
�
'�1 � e � '� : V⇤ �! V⇤[2](1), ẽ =

X

pq

ẽ
pq

=
X

ẽ{d}. (49)

By virtue of (14), we have that
ẽ{d} = 0, 8d > 2. (50)

Let us assume that ' is good. Then

ẽ{2} =
X

p

e, e : V
p

e�! V
p+2

(1). (51)

Note that while ẽ{2} is independent of ', we have that ẽ('){d} depends on ' for d  1.
We have the refinement ê(') of the matrix ẽ(') that takes into account the primitive

Lefschetz decomposition (40):

ê(') = ê :=
�
✏�1 � ẽ � ✏� :

M

0ji

P�i

(�j)[�2j] �!
M

0ji

P�i

(�j)[�2j][2](1). (52)

By taking components, we have arrows

ê(')kl
ij

: P�i

(�j)[�2j] �! P�k

(�l)[�2l][2](1). (53)

Proposition 2.7 in [8] can be easily adapted to the present context and yield the following
characterization of �

I

(e). For a “visual”, see [8], p.119.

Lemma 2.4.4 The splitting �
I

: V⇤ ⇠= V is characterized among the good ones by the follow-
ing two conditions:

1. for 0  j < i, we have ê(�
I

)kl
ij

= 0 except for ê(�
I

)i,j+1

ij

= Id;

2. for j = i, we have the ê(�
I

)kl
ii

= 0 except, possibly, for l  i.

Definition 2.4.5 We say that a splitting ' : V⇤ ⇠= V is e-good if it induces the identity on
the graded pieces and ẽ(') is homogeneous of degree two:

ẽ(') = ẽ('){2}. (54)
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Clearly, ' is e-good if and only we have that

ê(')kl
ij

= 0 except for ê(')i,j+1

ij

= Id, 8 0  j  i� 1. (55)

We also have that ' is e-good if and only the composita:

P�i

✓ // V e

i+1
// V[2i+ 2](i+ 1) (56)

are zero for every i � 0. In this case we say that the i-th graded primitive objects P�i

are
embedded into V via ' as bona-fide i-th primitive classes: i.e., killed by

ei+1 : P�i

! Vi+1

(i+ 1),

and not just killed by the subsequent projection to V
i+1

(i+ 1).

Remark 2.4.6 Lemma 2.4.4 implies that if ' is e-good, then ' = �
I

(e). In particular, if
there exists an e-good splitting, then it is unique. However, e-good splittings do not exist in
general: the reader can verify this in Examples 2.6.4 and 2.6.5; in the latter example, one can
even take P1 ⇥ P1 ! P1. Proposition 2.6.3 shows that the existence of an e-good splitting is
rare.

2.5 The second Deligne splitting �II(e)

Let (V, e) be as in the beginning of §2.4. In particular, V admits a splitting in A F as in
Proposition 2.3.2: in fact, we have three so far !

I

(e), !
II

(e) and �
I

(e).
The first Deligne isomorphism �

I

(eo) (45) associated with (Vo, eo) in A oF yields, by
application of (�)o : A oF ! A F , the isomorphism in A F :

(�
I

(eo))o : V
⇠
= // V⇤. (57)

We define the second Deligne isomorphism associated with (V, e) to be

�
II

(e) = �
II

:= ((�
I

(eo))o)�1 : V⇤
⇠
= // V. (58)

In this context, the analogue of Lemma 2.4.1 reads as follows. Let

f 0
ij

: V // P�i

(�j)[�2j] (
✏✓ V

i

) (59)

be the components of (57) associated with (40) (✏ as in (40)).

Lemma 2.5.1 For every i � 0, the arrow f 0
ii

is the unique arrow V! V
i

such that:

1. by taking the i-th graded pieces, f 0
ii

induces the natural projection V
i

! P�i

(�i)[�i];
2. for every s > i, the composition below is zero is (see [8], §3.1):

V�s

✓ // V ✏

s

// V[2s](s)
f

0
ii // P�i

(�i)[�2i][2s](s). (60)
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By using Lemma 2.5.1 and the explicit formula (47) for �
I

(e), it is easy to deduce the
following explicit expression for the arrows f 0

ii

:

f 0
ii

(�
I

(v⇤)) = p
ii

(v⇤ =
P

0j

0i

0 p
i

0
j

0). (61)

In general, �
I

(e) 6= �
II

(e) and this discrepancy is due to the fact that f 0
ij

(�
I

(v⇤)) 6= p
ij

.
We now discuss how this discrepancy is measured exactly in terms the matrix ê(�

I

) (53) of
e.

By combining (45) with (57), we see that there is the commutative diagram (the bottom
identification is due to (40)):

V e

i�j

//

f

0
ij

✏✏

V[2(i� j)](i� j)

f

0
ii

✏✏
P�i

(�j)[�2j] e

i�j

=Id // P�i

(�i)[�2i][2i� 2j](i� j).

(62)

We fix 0  j  i. For every 0  s  t, we use (47) and (48) together with (61) and (62) with
the goal of determining the value of

f 0
ij

(esf
t

(p
ts

)) . (63)

Recalling that (57) induces the identity on the graded pieces, we deduce that:

1. if t = i and s < j, then f 0
ij

(esf
t

(p
ts

)) = 0;

we can see this, as well as the assertions that follow, on the following diagram (we do
not write ✏):

esf
t

(p
is

) = �
I

(p
is

) 7�! ei�j�
I

(p
is

) = �
I

(ei�jp
is

)
f

0
ii7�! 0; (64)

2. if t = i and s = j then f 0
ij

�
ejf

i

(p
ij

)
�
= p

ij

;

3. if t 6= i and s+ i� j  t, then f 0
ij

(esf
t

(p
ts

)) = 0;

4. if t 6= i and � := s+ i� j � t � 1, then

f 0
ij

(esf
t

(p
ts

)) = f 0
ii

(e�etf
t

(p
ts

)) (65)

which, recalling the definition (53) of ê
I

= ê(�
I

(e)), has the following form:

(ê�
I

)ii
tt

(q
tt

) (where q
tt

:= f 0
tt

(etf
t

(p
ts

)) . (66)

Proposition 2.5.2 The first Deligne isomorphism �
I

(e) is e-good (55) if and only if

�
I

(e) = �
II

(e).
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Proof. In view of (57) and 58), we have that the two Deligne isomorphisms coincide if and
only if, using the notation in (61), we have that f 0

ij

(v⇤) = p
ij

, for every 0  j  i. According
to the four points above, the only obstruction to having this latter condition stems from (66)
not being zero for some pair (i, t) with i 6= t. By reasons of degree, i.e., by (14), since i 6= t,
we have that (ê

I

)ii
tt

is in degrees  1 . If �
I

is e-good, then ê
I

is of pure homogeneous degree
2, so that e�etf

t

(p
ts

)) = 0 and we infer the desired equality.
Conversely, let us assume that the two Deligne isomorphisms coincide. By contradiction

let us assume that �
I

is not e-good. According to (55) there are integers 0  t and 0  l  k

and a non zero arrow l  t. Among these non zero arrows (ê
I

)kl
tt

, chose one, (ê
I

)ko

l

o

t

o

t

o

, for
which the di↵erence k � l attains the minimum value. In the language of elements, what
above ensures that there is 0 6= p

t

o

2 P�t

o

such that:

eto+1f
t

o

(p
t

o

) = elof
k

o

⇣
êko

l

o

t

o

t

o

�
etop

t

o

�⌘
+
X⇤

elf
k

�
êkl
t

o

t

o

�
etop

t

o

��
, (67)

where the first term on the r.h.s. is non-zero and
P⇤ is the sum over the non-zero terms

with (k, l) 6= (k
o

, l
o

). Since for these latter terms, k � l � k
o

� l
o

, we deduce that

f 0
k

o

k

o

⇣
eko

�l

o

X⇤⌘
= 0 2 P�k

o

(�k
o

). (68)

On the other hand, since obviously eko

�l

oelo = eko , we have that:

q
k

o

:= f 0
k

o

k

o

⇣
eko

�l

oelof
k

o

⇣
êko

l

o

t

o

t

o

�
etop

t

o

�⌘⌘ 6= 0 2 P�k

o

(�k
o

). (69)

In view of (62), we have that

f 0
k

o

,l

o

�1

�
etof

t

o

(p
t

o

)
�
= q

t

o

6= 0. (70)

Since we are assuming that the two Deligne isomorphisms coincide, by virtue of the first
paragraph of this proof, we must have k

o

= t
o

and t
o

= l
o

� 1. This contradicts l
o

 t
o

.

Remark 2.5.3 In general, there is no e-good splitting; see Examples 2.6.4 and 2.6.5. In
particular, neither of the two constructions �

I

(e) and �
II

(e) is self-dual.

2.6 The third Deligne splitting �III(e)

Let (V, e) be as in §2.4. In particular, V admits a splitting (34) in A F as in Proposition
2.3.2; in fact, we have four, so far. We also assume that the Abelian category A is Q-linear,
i.e., that Hom-groups are rational vector spaces. The reason for this is that, in what follows,
one needs to exploit the sl

2

(Q)-action arising from the given arrow e.
The goal of this section is to construct the third Deligne isomorphism associated with

(V, e). Whereas we omit the detailed presentation of the algebra underlying this construc-
tion (see [8], Lemme 3.3 and Proposition 3.5), we review some of the key points, state its
characterization and, along the way, indicate the necessary changes.

Let V and W be in A F and set:

L
[n]

(i,j)

(V,W) := HomA F (V(i),W(j)[n]). (71)
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Up to the canonical isomorphism induced by the shift functors, the above depends only on

the di↵erence m := (j � i) and we denote the resulting bi-functor by L
[n]

(m)

.

Recalling the definition of the graded-type objects (5) and of degree of maps (13) (an arrow
(V

p

, T ) ! (V
q

, T )[n](m) in A F has degree d := q � p), we have the natural decomposition
by homogeneous degrees:

L
[n]

(m)

(Ṽ⇤, Ṽ⇤) =
2rM

d=�2r

L
[n],{d}
(m)

(Ṽ⇤, Ṽ⇤). (72)

The arrow h :=
P

p

p Id
(V

p

,T )

induces the arrow:

h : L[n]

(m)

(Ṽ⇤, Ṽ⇤) �! L
[n]

(m)

(Ṽ⇤, Ṽ⇤), u 7�! h � u; (73)

this arrow is of homogeneous degree zero, i.e., {d} 7! {d}, with respect to (72).
By taking together the graded pieces of the arrow e : V! V[2](1), i.e., set e0 :=

P
e
p

, with

e
p

: V
p

! V
p+2

(1), we obtain e0 2 L
[0],{2}
(1)

(Ṽ⇤, Ṽ⇤) which, in turn, induces the homogeneous
degree two arrow:

e : L[n]

(m)

(Ṽ⇤, Ṽ⇤) �! L
[n]

(m+1)

(Ṽ⇤, Ṽ⇤), u 7�! e(u) := e0 � u� u � e0. (74)

There is a canonical arrow of homogeneous degree �2 (this is where we need denominators
([8], p.121):

f : L[n]

(m)

(Ṽ⇤, Ṽ⇤) �! L
[n]

(m�1)

(Ṽ⇤, Ṽ⇤). (75)

The arrows (h, e, f) in (73), (74) and (75) form an sl
2

(Q)-triple turning the rational vector
spaces

L
[n]

j

:
M

d2Zeven/odd

L
[n],{d}
j+d/2

(Ṽ⇤, Ṽ⇤) (76)

into sl
2

(Q)-modules; in what above, j is a fixed integer multiple of 1/2 and the sum is over
the integers d with fixed parity, even if j is integral, odd if j is an half-integer. Recalling
that the sum is finite, for |d|  2r, we have that the corresponding HL statememt reads as
follows: (ek the k-th iteration of e (74))

ek : L
[n],(�k)

(j�k/2)

⇠
= // L[n],(k)

(j+k/2)

. (77)

Let ' : V⇤ ⇠= V be any good splitting (6) and let ẽ(') be the associated matrix of
e : V! V[2](1) (49). The degree d homogeneous part of ẽ(') satisfies:

ẽ('){d} :=
X

q�p=d

ẽ(')
pq

2 L
[2�d],{d}
(1)

(78)

and is subject to (50) and (51): it is zero for every d > 2 and it is the obvious arrow for
d = 2.

The the third Deligne isomorphism associated with (V, e):

�
III

(e) : = �
III

: V⇤
⇠
= // V, (79)
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is the unique good splitting subject to the following conditions: (e1�d is the (1� d)-iteration
of (74)):

e1�d

⇣
ẽ('){d}

⌘
= 0, 8d  1. (80)

Let us illustrate how, any good splitting ' : V⇤ ⇠= V can be modified recursively, via HL
(77), to obtain a new good splitting subject to (80).

Let d = 1. The condition (80) reads ẽ{1} = 0. Set '
1

:= '(id +  {�1}), where

 {�1} 2 L
[1],{�1}
(0)

is a variable arrow. We conjugate e and obtain:

⇣
id +  {�1}

⌘�1

� e �
⇣
id +  {�1}

⌘
⌘ ẽ('){2} + e

⇣
 {�1}

⌘
modulo degree  0. (81)

Note that the last term on the left is in L
[1],{1}
(1)

. We take the degree 1 part of the r.h.s of

(81) and set it equal to zero

e
⇣
 {�1}

⌘
= �ẽ('){1}

⇣
equality in L

[1],{1}
(1)

⌘
. (82)

The HL (77) ensures that such a  {�1} exists and is unique. This determines '
1

.
Let d = 0. The condition (80) reads e(ẽ{0}) = 0. Set '

0

:= '
1

(id +  {�2}), where

 {�2} 2 L
[1],{�2}
(0)

is a variable arrow. We conjugate e and obtain

⇣
id +  {�2}

⌘�1

e
⇣
id +  {�2}

⌘
⌘ ẽ('

1

){2} + e
⇣
 {�2}

⌘
modulo degree  �1. (83)

Note that the last term on the left is in L
[1],{0}
(1)

. We take the degree 0 part of the r.h.s of

(83) and set it equal to zero after application of e:

e2
⇣
 {�2}

⌘
= �e

⇣
ẽ('

1

){0}
⌘ ⇣

equality in L
[1],{2}
(2)

⌘
. (84)

The HL (77) ensures that such a  {�2} exists and is unique. This determines '
0

.
We repeat this procedure for all decreasing values of d and, recalling that V has type

[�r, r], the procedure ends no later than d = �2r.
The unicity of the resulting arrow is verified easily as follows. Let a, b be two good

splittings subject to (80). Set

c := b�1a = Id +
P

l�1

c{�l} : V⇤
⇠
= // V. (85)

We apply the procedure carried out above to b, modifying it to b
1

:= b(Id + c{�1}). We
have that b

1

⌘ a modulo degree  �2, so that, in view of the fact that a also satisfies (80),
we must have that c{�1} = 0. It follows that b ⌘ a, modulo degree  �1. We repeat this
procedure and kill all the c{�l}.

In general, �
I

6= �
III

, however, by [8], Proposition 3.6 (easily adapted to the present
context), we have that: (see Lemma (2.4.1) for the definition of f

i

)

�
III

(e)|P�i

= �
I

(e)|P�i

= f
i

: P
i

�! V. (86)
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Remark 2.6.1 Unlike the four previous splittings !
I,II

(e) and �
I,II

(e), the construction lead-
ing to �

III

(e) is self-dual in the sense that we have:

((�
III

(eo))o)
�1

= �
III

(e). (87)

This is because an isomorphism ' satisfies condition (80) if and only if 'o satisfies the
analogous “opposite” conditions.

Remark 2.6.2 In genereal, the five good splittings

!
I

(e), !
II

(e), �
I

(e), �
II

(e), �
III

(e) (88)

are pairwise distinct; see Examples 2.6.4 and 2.6.5.

Proposition 2.6.3 If an e-good splitting (2.4.5) exists, then it is unique and it coincides
with the third Deligne isomorphism. In this case we have:

!
I

(e) = !
II

(e) = �
I

(e) = �
II

(e) = �
III

(e). (89)

Proof. Let ' be e-good. Then ẽ('){d} = 0 for every d  1. It follows that condition (80) is
met by ', so that ' = �

III

(e) and we have proved uniqueness (see also Remark 2.4.6).
Assume that there is an e-good splitting, which, by the above, must coincide with �

III

(e).
By Remark 2.4.6, we have that �

III

(e) = �
I

(e). Proposition 2.5.2 implies that �
I

(e) = �
II

(e)
(this equality can be also seen by using a duality argument similar to the one in (92)).
Let us compare �

I

(e) with !
I

(e). By Remark (2.4.3), the two agree on V�r

� V
r

.
By comparing the general description (25) of Ker ⇢ with the formula (47) for the embedding
�
I

, we see, with the aid of (56), that

Ker ⇢ =

8
<

:v 2 V | v =
X

(i,j)2I

r

ejf
i

(p
ij

)

9
=

; , (90)

where I
r

is the set of the indices subject to 0  j  i and to (i, j) 6= (r, 0), (r, r). It follows
that Ker ⇢ coincides with �

I

(
P

I

r

P�i

(�j)). By projecting onto
P

|p| 6=r

V
p

, we deduce that
�
I

(e), restricted to
P

|p| 6=r

V
p

factors through Ker ⇢! V . Now we repeat for Ker ⇢, what we
have done above for V and deduce, by descending induction on r, that

�
I

(e) = !
I

(e). (91)

We conclude by using a duality argument:

!
II

(e) = ((!
I

(eo))o)�1 = ((�
I

(eo))o)�1 = �
II

(e) = !
I

(e), (92)

where: the first equality is by definition; the second equality follows by the fact that there
is an e-good splitting for (V, e) if and only there is an eo-good splitting for (Vo, eo) and we
have proved that !

I

= �
I

; the third equality is by definition; the final equality is (91). This
concludes the proof.
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Example 2.6.4 V ⇠= Q3 with basis (v�2

, v
0

, v
2

), e : (v�2

, v
0

, v
2

) 7�! (v
0

, v
2

, v
2

),

V�2

= V�1

= hv�2

i, V0

= V1

= hv�2

, v
0

i, V2

= V, (93)

V�2

= h[v�2

]i, V
0

= h[v
0

]i, V
2

= h[v
2

]i. (94)

The five splittings associated with e discussed in this paper are:

• �
I

(e) : ([v�2

], [v
0

], [v
2

]) 7�! (v�2

, v
0

, v
2

);

• �
II

(e) : ([v�2

], [v
0

], [v
2

]) 7�! (v�2

,�v�2

+ v
0

,�v
0

+ v
2

);

• �
III

(e) : ([v�2

], [v
0

], [v
2

]) 7�! (v�2

,� 1

3

v�2

+ v
0

,� 2

3

v
0

+ v
2

);

• !
I

(e) : ([v�2

], [v
0

], [v
2

]) 7�! (v�2

,�v�2

+ v
0

, v
2

);

• !
I

(e) : ([v�2

], [v
0

], [v
2

]) 7�! (v�2

,�v�2

+ v
0

,�v�2

+ v
2

).

A direct calculation, or Proposition 2.6.3, shows that there is no e-good splitting.

Example 2.6.5 Here is a class of examples from geometry where, unlike the previous ex-
ample, e is nilpotent.

Let Y ⇥Z be the product of nonsingular complex projective varieties and let r := dimC Z.
Let V := H(Y ⇥ Z,Q) = H(Y,Q) ⌦H(Z,Q) = �

r,s

Hr(Y,Q) ⌦Hs(Z,Q). Let F 0
s

V be the
subspace spanned by the elements of the form y

r

z
�

with �  s. Set F := F 0[r]; this way
(V, F ) has type [�r, r]. Let ⌘ 2 H2(Y ⇥ Z,Q) be the first Chern class of a line bundle on
Y ⇥ Z which is ample when restricted to the fibers of the projection onto Y . Denote by
e : (V, F )! (V, F [2]) the map v 7! ⌘ [ v.

By using the hard Lefschetz theorem on Z, one sees directly that the HL condition (33)
holds for ((V, F ), e). In addition to the five splittings considered in this paper, we also have
the Künneth splitting . In general, the six splittings are pairwise distinct. The reader can
verify this fact directly by taking Y = Z to be an elliptic curve and the line bundle to be of
the form E ⇥ ⇣ + ⇣ ⇥ E +P, where ⇣ 2 E is a point and P is a Poincaré bundle (this is to
ensure that ẽ(){1} 6= 0, so that, according to (80), we must have  6= �

III

(e)).
If we take Y = P1 ⇥ P2, we are lead to examples where  = �

III

(e), but otherwise the
isomorphisms of type � and ! are pairwise distinct, and distinct from �

III

(e). If we take
Y = Z = P1, then we have  = �

III

(e), �
I

(e) = !
I

(e) and �
II

(e) = !
II

(e), but we have no
further relation. In this case, if we take ⌘ to be the class of the fiber of the projection onto
Z, then we have an e-good splitting. In all the examples, for general ⌘, there is no e-good
splitting. A highly non-trivial example, where there is a good splitting is mentioned at the
end of the introduction.

3 Appendix: a letter from P. Deligne

P. Deligne has sent the author a letter commenting on an earlier draft of this paper. The
author is happy to include, with P. Deligne’s kind permission, this letter in this appendix
as it outlines the simple modifications necessary to obtain the splittings of this note in a
Tannakian (tensor product) context.
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March 16, 2012

Dear de Cataldo,

Thank you!

Let A be an Abelian category with a shift functor A! A(1) as in your text. Let B be
the category of objects of A given with a finite increasing filtration F and e : A ! A[2](1)
verifying HL.

Corollary. B is an abelian category.

Proof. (a) for objects (A,F, e) of B of type [�r, r], with r > 0, the “peeling o↵” 2.2

A = F
r

�Ker
⇣
F
r�1

✓ A
e

r

�! A �! A/F
r�1

⌘
� er (F

r

)

is functorial. By induction on r, it follows that

(b) the splitting !
I

is functorial.

If f : (A,F, e) �! (A0, F 0, e0) is a morphism, (b) implies that GrFKer (f)
⇠
=�! KerGrF (f),

and dually for coKer. That (Ker (f), F, e) is in B follows. It is a kernel. Dually for cokernels.

Morphisms are strictly compatible with filtrations, hence CoIm(f)
⇠
=�! Im (f).

Remark. In your 2.2. you should assume a < b.

From now on, all categories are assumed to be Q-linear.

Let A 0,A 00 and A be as above and let ⌦ : A 0 ⇥ A 00 �! A be an exact biadditive
functor, compatible with shifts: functorial isomorphisms

A0(1)⌦A00 ⇠
=�! (A0 ⌦A00)(1),

and
A0 ⌦A00(1)

⇠
=�! (A0 ⌦A00)(1)

are given, and the two resulting functorial isomorphisms

A0(1)⌦A00(1) �! (A0 ⌦A00)(2)

coincide. Let B0,B00 and B be the corresponding categories of triples (A,F, e) as above.
Given (A0, F 0, e0) and (A00, F 00, e00), one defines the filtration F (resp. morphism e) for A0⌦A00

by

F
p

=
X

p

0
+p

00
=p

F 0
p

⌦ F 00
p

(so that GrF
0
(A0)⌦GrF

00
(A00)

⇠
=�! GrF (A)), and

e = e0 ⌦ 1 + 1⌦ e0

(so that the same formula holds for the graded e, e0, e00).

Proposition. This ⌦ sends B0,B00 to B.
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One has to check that for graded objects and morphisms of degree 2, ⌦ preserves HL. In
the graded case, HL for (A⇤, e) is equivalent to the existence of f⇤ : A⇤ �! A⇤(�1) of degree
�2 such that [e, f ] id multiplicaiton by n in degree n. Stability of this property is proved in
the same way that tensor product of representations of Lie algebras are defined.

Suppose now that A is a Tannakian category and that the twist is the tensor product
with an object Q(1) of rank one. The compatibility between ⌦ and shift we required amounts
tothe symmetry automorphism of Q(1)⌦Q(1) being the identity.

Corollary. If A is Tannakian, so is B.

Proof. If ! is a fiber functor on A , then (A,F, e) 7! !(A) is a fiber functor on B.

In terms of actions on SL(2), rather in terms of grading and of e and f above, I prefer
to state the characteristic property of the (good) splitting �

III

as follows: it is the filtered
isomorphism, with graded the identity:

u : GrF (A) �! A

such that, with e : GrF (A) �! GrF (A)(1), and f as above, if X is defiend by

u�1eu = e+X,

one has [f,X] = 0. This characterization makes it clear that this splitting is compatible with
tensor products (in the sense of the proposition). It gives an equivalence of the category B
of triples (A,F, e) with the category of graded objects A⇤, 0 outside of finitely many degrees,
given with

e : A⇤ �! A⇤(1) and f : A⇤ �! A(�1)
of degree 2, resp. �2, with [e, f ] = n in degree n, and given with X : (�An) �! (�An)(1)
such that [f,X] = 0.

In the Tannakian case, this equivalence is compatible with ⌦ [for X’s, ⌦ is defined by
X = X 0 ⌦ 1 + 1⌦X 00].

Best,

P. Deligne.
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CYCLES ÉVANESCENTS ALGÉBRIQUES ET TOPOLOGIQUES PAR UN

MORPHISME SANS PENTE

PH. MAISONOBE

1. Introduction

Soit f : X → S un morphisme d’espaces analytiques complexes réduits. Lorsque dimS > 1,
il n’existe en général pas d’analogue de la fibration de Milnor sur un système fondamental de
voisinages Vx d’un point x de X (on peut penser au cas d’un éclatement). De même, l’image
directe d’un complexe borné à cohomologie C-constructible sur X par f|V pour V dans Vx n’est
pas nécessairement C-constructible sur S.

On comprend mieux la géométrie locale du morphisme f si celui-ci est sans éclatement en
codimension zéro au sens de J.-P. Henry, M. Merle et C. Sabbah [H-M-S] et si de plus son dis-
criminant est à croisements normaux. Ainsi que l’a montré C. Sabbah [S4], il existe une suite
complète d’éclatements locaux dans S qui permet de se ramener à ce cas.

Dans la suite, nous supposerons que X est une variété analytique complexe, que S = Cp

muni de ses coordonnées canonique. Le morphisme f correspond alors à la donnée de p fonctions
holomorphes f1, . . . , fp sur X.

Usant de ce stratagème, F. Loeser dans [L] donne ainsi des résultats sur le développement
asymptotique des intégrales fibres

∫
f=t

φ de f et sur les pôles d’intégrales du type∫
X

|f1|s1 · · · |fp|spφdxdx.

Dans [S1], C. Sabbah montre de son côté comment construire des équations fonctionnelles du
type Bernstein :

b(s1, . . . , sp)mf
s1
1 · · · fspp = Pmfs1+1

1 · · · fsp+1
p ,

où m est une section d’un DX -Module holonome régulier et où b est un produit de formes linéaires
affines à coefficients entiers positifs. Dans [S5], il utilise ces équations fonctionnelles dans le cas
d’un morphisme sans éclatement en codimension zéro et à discriminant à croisement normal
pour retrouver le résultat de F. Loeser. Dans sa thèse [R], O. Roualland poursuit dans cette
direction et donne dans ce cadre une généralisation des résultats de D. Barlet et H.-M. Maire
(voir [B-M]) sur le développement asymptotique d’intégrales fibres à une variable.

Soit f = (f1, . . . , fp) : X → Cp, où X est une variété analytique complexe. Soit Y un sous-

espace analytique de X, notons par F le produit f1 · · · fp et désignons par W ]
f,Y l’adhérence dans

T ∗X ×Cp de

{x, ξ +

p∑
i=1

si
dfi(x)

fi(x)
, s1, . . . , sp) ; (x, ξ) ∈ T ∗YX et (s1, . . . , sp) ∈ Cp}.

http://dx.doi.org/10.5427/jsing.2013.7i
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Nous observons dans [B-M-M1] que les composantes irréductibles de W ]
f,Y ∩F−1(0) sont conte-

nues dans une réunion d’hyperplans vectoriels définis par des équations a1s1 + · · ·+ apsp = 0 à
coefficients entiers positifs. Nous appellons ces hyperplans les pentes de f|Y . Nous caractérisons
dans [B-M-M2] les morphismes sans pente, c’est à dire ceux dont les pentes sont réduites aux
hyperplans de coordonnées de Cp.

Les assertions suivantes sont équivalentes :
– f|Y est sans pente,
– f|Y est sans éclatement en codimension zéro et son lieu discriminant est contenu dans les

hyperplans de coordonnées de Cp.

Dans [B], J. Briançon avait étudié les germes de morphismes sans pente sur une variété ana-
lytique lisse. Il avait montré qu’ils sont caractérisés par une condition (T ) dite de transversalité.
Il obtenait que si f : Cn

,0 → Cp
,0 est sans pente et f−1(0) est lisse, il existe un changement de

coordonnées à la source et des entiers a1, . . . , ap tels que f(x1, . . . , xn) = (xa11 , . . . , x
ap
p ).

Définition Si Λ est une variété lagrangienne conique de T ∗X, nous disons que le couple (f,Λ)
est sans pente si pour tout T ∗YX composante irréductible de Λ, le morphisme (fi1 , . . . , fir )|Y est
sans pente où {i1, . . . , ir} est le sous-ensemble des indices i de {1, . . . , p} tels que fi|Y 6= 0.

L’objet de cet article est de développer pour un morphisme une théorie des cycles évanescents
d’un faisceau à cohomologie C-constructible et d’un système différentiel holonome régulier de
variété caractéristique Λ sous l’hypothèse que le couple (f,Λ) soit sans pente.

Etude Algébrique :

Soit X une variété analytique complexe et M un DX -Module holonome régulier de variété
caractéristique carM . Quitte à remplacer M par son image directe sur le graphe de f , nous
pouvons supposer que les hypersurfaces Hi = f−1

i (0) sont lisses et que leur réunion forme un
diviseur à croisements normaux. Nous montrons dans la section 3 que les assertions suivantes
sont équivalentes :

– Le couple (f, carM) est sans pente,
– Le couple (H = (H1, . . . ,Hp),M) est sans pente : toute section m de M satisfait pour tout
i ∈ {1, . . . , p} des équations fonctionnelles :

bi(ti
∂

∂ti
)m ∈ V0,...,0(DX)tim,

où V0,...,0(DX) est le terme d’ordre 0 = (0, . . . , 0) de la V -multifiltration de DX indexée
par Zp relativement à H et (x1, . . . , xn, t1, . . . , tp) un système de coordonnées locales de X
dans lequel Hi a pour équation ti = 0.

Supposons que (H = (H1, . . . ,Hp),M) soit sans pente. Dans la section 2 sur les systèmes
différentiels sans pente nous montrons que :

– M est muni d’une V H-multifiltration canonique notée V.(M) du type Malgrange-Kashiwara.
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Cette multifiltration permet de définir par exemple les cycles évanescents de M comme le gradué
d’orde 0 de la mulfiltration canonique de M :

ΨHM = grV0M.

C’est un D∩p1Hi-Module cohérent muni de l’action des opérateurs Ei = ti
∂
∂ti

(i ∈ I) qui com-

mutent entre eux. Soit I ⊂ {1, . . . , p}, notons Ic son complémentaire et HI = (Hi, i ∈ I). Nous
avons de plus :

– Le couple (HI,M) est sans pente.
– Pour tout kI ∈ ZI, le couple (HIc , grVkI

M) est sans pente.

– Pour tout (kI,kIc) ∈ ZI × ZIc :

grV
HIc

kIc
grV

HI

kI
M = grVkI,kIc

M.

En particulier, nous obtenons :
– ΨHIc (ΨHIM) = ΨHM.
– ΨHM = ΨHp · · ·ΨH2ΨH1M.
– Les foncteurs ΨHp , . . . ,ΨH1 appliqués à M commutent.

A noter que la régularité duDX -ModuleM intervient dans le calcul de la variété caractéristique
de DX [s1, . . . , sp]mf

s1
1 . . . f

sp
p . Ce calcul utilise en effet les résultats de [S2] (théorème 3.2) qui

passent par une résolution des singulatités permettant de se ramèner à l’analyse d’un DX -Module
holonome régulier à croisement normal.

Par symétrie avec l’étude topologique qui suit, signalons que suivant [Sc-Sc], si (H,M) est
sans pente, les images directes locales de M par le morphisme (t1, . . . , tp) sont à cohomologie
cohérente et ont comme variétés caractéristiques une réunion d’espaces conormaux aux hyper-
plans de coordonnées.

Etude Topologique :

Soit F un complexe de faisceaux à cohomologie C-constructible. Notons carF sa variété ca-
ractéristique et supposons que le couple (f, carF) soit sans pente.

Un fait remarquable est que l’hypothèse sans pente assure à l’aide de résultats de M. Kashi-
wara et P. Schapira [K-S] :

– Les images directes locales de F par le morphisme f sont à cohomologie C-constructible.
– Leurs variétés caractéristiques sont réunions de conormaux à des intersections d’hyperplans

de coordonnées de Cp.

On peut alors suivant P. Deligne [D] considérer les diagrammes cartésiens :

f−1(0)
i−→ X

j←− X∗ = X − F−1(0)
p←− X̃

↓ ↓ f ↓ f∗ ↓ f̃
{0} i−→ Cp j←− (C∗)p

p←− Cp,

où Cp est le revêtement universel de (C∗)p, p le morphisme :

Cp −→ (C∗)p : p(z1, . . . , zp) = (e2iπz1 , . . . , e2iπzp),



160 PH. MAISONOBE

et i , j les morphismes d’inclusion. Nous posons alors :

ΨfF = i−1Rj∗p∗p
−1j−1F ,

qui est muni d’opérateurs de monodromies M1, . . . ,Mp qui commutent entre eux.

C. Sabbah avait défini pour F et f quelconque dans [S3] un analogue de ce complexe sous le
nom de complexe d’Alexander de F .

Sous nos hypothèses, il résulte des propriétes des images directes locales de F par le mor-
phisme f :

– Ψf (F)0 = RΓ(Bε ∩ f−1(t),F) où Bε est une boule assez petite de X centrée à l’origine et
t ∈ (C∗)p assez proche de l’origine.

Si I = {i1, . . . , ir} et Ic = {ir+1, . . . , ip}, notons fI = (fi1 , . . . , fir ), nous montrons alors :

– ΨfF est à cohomologie C-constructible.
– La variété caractéristique de Ψf (F) n’est autre que la réunion des Wf,Y ∩ f−1(0) où T ∗YX

décrit les composantes irréductibles de carF non contenues dans F−1(0) et Wf,Y désigne
l’espace conormal relatif au morphisme f|Y qui est l’adhérence des conormaux aux fibres
lisses de f|Y .

– Le couple (ΨfIF , car (ΨfIF)) est sans pente.
– Les morphismes naturels ΨfI(ΨfIcF)→ ΨfF ← ΨfIc (ΨfIF) sont des isomorphismes com-

patibles aux monodromies.
– ΨfF = Ψfp · · ·Ψf2Ψf1F .
– Les foncteurs Ψfp , . . . ,Ψf1 appliqués à F commutent.

Synthèse :

Soit M un DX -Module holonome régulier et F un complexe à cohomologie C-constructible
de variété caractéristique Λ. Posons :

SolXM = RHomDX (M,OX).

Pour p = 1, suite aux travaux de B. Malgrange [M] et M. Kashiwara [K2], de nombreux
résultats ont été établis sur ΨHM . En particulier, ΨHM est un DX -Module holonome régulier
supporté par f−1(0), ΨHM et Ψf (SolXM) se correspondent par la correspondance de Riemann-
Hilbert de M. Kashiwara [K3] et Z. Mebkhout [Meb] : SolH (ΨHM) = Ψf (SolXM) et la mono-
dromie sur Ψf (SolXM) se calculent à l’aide de l’action de l’opérateur d’Euler sur M (voir par
exemple les notes du cours au CIMPA [M-M]).

Soit p > 1. Suposons le couple (f,Λ) soit sans pente. Les formules itératives :

ΨHM = ΨHp · · ·ΨH2ΨH1M et ΨfF = Ψfp · · ·Ψf2Ψf1F

permettent par exemple d’obtenir :

– Le D∩pkHk -Module est régulier.
– Si F est pervers, alors ΨfF est pervers.
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– Sol∩pkHk (ΨHM) = Ψf (SolXM) et pour tout 1 ≤ k ≤ p, la monodromie Mk sur Ψf (SolXM)

correspond à l’action de e−2iπEk .

Morphismes sans éclatement en codimension zéro et morphismes sans pente

Terminons cette introduction par quelques remarques sur les morphismes sans éclatement en
codimension zéro et les morphismes sans pente qui témoignent de leurs importances.

Nous avons rappelé qu’une suite d’éclatements au but transforme tout morphisme en un
morphisme sans éclatement en codimension zéro. Rappelons quelques unes des propriétés des
morphismes sans éclatement en codimension zéro. (voir [H-M-S]) :

– Les morphismes sans éclatement en codimension zéro sont stables par changement de base
au but.

– Si nous complétons un tel morphisme par une forme linéaire générique, il reste sans éclatement
en codimension zéro.

– Les morphismes finis sont sans éclatement en codimension zéro.

Les morphismes sans pente apparaissent alors naturellement par un changement de base
résolvant le discriminant d’un morphisme sans éclatement en codimension zéro.

Les singularités S quasi-ordinaires de dimension d sont les singularités qui admettent une
projection finie sur Cd non ramifiée en dehors d’un diviseur à croisement normal. Elles donnent
des familles d’exemples de morphismes sans pente. Ainsi si S est une hypersurface à singularité
quasi-ordinaire de Cn définie par une fonction analytique f et π la projection quasi-ordinaire
associée, le couple (π, car ΨfC) est sans pente. Dans [G-G], P. Gonzalez Perez et M. Gonza-
lez Villa étudie la fibre de Milnor d’une telle fonction f . Notre travail donne dans ce cas des
informations sur ΨfC ou sur le module holonome régulier qui lui correspond. Les morphismes
quasi-ordinaires sont obtenus par changements de base au but de morphismes finis. Ils sont à la
source de la méthode de Jung de résolution des singularités (voir [Li]).

Remerciements

J’exprime tous mes remerciements à M. Merle et C. Sabbah. Ils sont autant par leurs travaux
que par de nombreuses discussions à l’origine et à la conclusion de ce travail.

2. Cycles évanescents des systèmes différentiels sans pente

Soit X une variété analytique complexe de dimension n+p. Nous désignons par OX le faisceau
des fonctions holomorphes sur X et par DX celui des opérateurs différentiels holomorphes.

Dans la suite, nous fixons p hypersurfaces lisses H1, . . . ,Hp de X d’idéaux J1, . . . ,Jp dont la
réunion forme un diviseur à croisements normaux. Notons H l’ensemble {H1, . . . ,Hp} et pour

k = (k1, . . . , kp) ∈ Zp, nous poserons J k :=
∏p
i=1 J

ki
i , avec la convention que J kii = OX pour

ki ≤ 0. Ci-dessous, Zp sera muni de son ordre partiel naturel , et on notera k < l⇔ k ≤ l et k 6= l
et 1i = (0, . . . , 1, 0, . . . , 0) où le 1 est plaçé à la i-ème place.
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Définition 1. Pour k ∈ Zp, et x ∈ X, nous posons :

(V H
k DX)x := {P ∈ DX,x | ∀m ∈ Zp , P (J k+m

x ) ⊂ Jm
x },

que nous noterons (VkDX)x si aucune confusion n’est à craindre.

De manière tout à fait analogue au cas où p = 1 ([K2], voir aussi [M-M], [S1]), nous définissons
alors une filtration croissante VkDX de DX indexée par Zp, qui satisfait à

Vk(DX)Vm(DX) ⊂ Vk+m(DX),

avec égalité si les composantes de k et m ont même signe.

Soit I ⊂ {1, . . . , p} et Ic son complémentaire. En notant HI = {Hi}i∈I, nous avons pour tout
kI ∈ ZI :

V HI

kI
DX =

∑
kIc∈ZIc

VkI,kIc
DX =

⋃
kIc∈ZIc

VkI,kIc
DX .

Pour I = {i} et k ∈ Z, V
H{i}
k DX noté V Hik DX , n’est autre que le terme d’ordre k de la

V -filtration de DX le long de l’hypersurface Hi et nous avons :

V HI

kI
DX =

⋂
i∈I

V Hiki
DX .

Soit I ⊂ {1, . . . , p}, sur chaque anneau gradué :

grV
HI

0I
(V0DX) =

V0DX∑
i∈I V0−1iDX

sont définis les champs d’Euler Ei (i ∈ I) induits par l’action de ti
∂
∂ti

dans un système de coor-

données locales (x1, . . . , xn, t1, . . . , tp) tel que Ji = (ti). Ces opérateurs commutent deux à deux.

La notion de bonne V -multifiltration pour un DX -Module cohérent M a été introduite dans
[S1]. Une telle multifiltration croissante U.M est indexée par Zp. Pour k ∈ Zp, nous utilisons la
notation U<kM pour

∑
k′<k Uk′M . Si nous nous donnons une partition {1, . . . , p} = I∪ Ic, nous

posons :

U<kI,kIc
M =

∑
k′I<kI

Uk′I,kIc
M.

Nous avons des propriétés complétement analogues à celles des bonnes V-filtrations lorsque
p = 1 ([K2], voir aussi [M-M], [S1]). Par exemple, nous avons :

– Une V -multifiltration U.M de M (i.e. qui satisfait à VkDX .Uk′M ⊂ Uk+k′M) est bonne
si et seulement si, localement, elle est engendrée par un nombre fini de sections locales
(mj)j∈J : pour tout j ∈ J , il existe kj ∈ Zp tel que UkM =

∑
j∈J Vk+kj

DX .mj et cela pour
tout k ∈ Zp.

– Deux bonnes V -multifiltrations U.M et U ′.M sont comparables localement, c’est à dire que
localement il existe k0 ∈ Np tel que pour tout k ∈ Zp on ait :

U ′k−k0
M ⊂ UkM ⊂ U ′k+k0

M ⊂ Uk+2k0M.

– Dans une suite exacte courte de DX -Modules cohérents, une bonne V -multifiltration du
terme central induit une bonne V -multifiltration des termes extrêmes.
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Considérons une bonne V -multifiltration U.M d’un DX -Module cohérent M . Elle engendre
une bonne V HI-multifiltration U.HIM de M défini pour tout kI ∈ ZI par

UHI

kI
M =

∑
kIc∈ZIc

UkI,kIc
M =

⋃
kIc∈ZIc

UkI,kIc
M.

Chaque UHI

kI
M est un V HI

0I
DX -Module cohérent. Pour tout J ⊂ {1, . . . , p} disjoint de I, l’an-

neau V HI
0I
DX est muni d’une V HJ -multifiltration indexée par ZJ dont le terme d’ordre kJ est

V HI∪HJ

0I,kJ
DX . La notion de bonne V HJ -multifiltration d’un V HI

0I
DX -Module cohérent se définit de

manière analogue à ce qui a été vu ci-dessus, et satisfait à des propriétés similaires. Le Module
UHI

kI
M est alors muni de la bonne V HJ -multifiltration dont le terme d’ordre kJ ∈ ZJ est

UHJ

kJ
(UHI

kI
M) = UHI∪HJ

kI,kJ
M.

De même, chaque I-multigradué grU.
HI

kI
M = UHI

kI
M/UHI

<kI
M est grV

HI

0I
DX -cohérent et muni

d’une bonne V HJ -multifiltration préservée par les champs d’Euler Ei (i ∈ I) :

UHJ

kJ
(grU.

HI

kI
M) =

UHI∪HJ

kI,kJ
M + UHI

<kI
M

UHI

<kI
M

=
UHI∪HJ

kI,kJ
M

UHI∪HJ

kI,kJ
M ∩ UHI

<kI
M
.

Le gradué d’ordre kJ est :

gr
UHJ
.

kJ
(grU.

HI

kI
M) =

UHI∪HJ

kI,kJ
M/UHI∪HJ

kI,kJ
∩ UHI

<kI
M

UHI∪HJ

kI,<kJ
M/UHI∪HJ

kI,<kJ
M ∩ UHI

<kI
M

=
UHI∪HJ

kI,kJ
M

UHI∪HJ

kI,<kJ
M + UHI∪HJ

kI,kJ
M ∩ UHI

<kI
M
.

Définition 2. Soit M un DX-Module cohérent.

(1) On dit que le couple (H,M) est multispécialisable sans pente si au voisinage de tout point
de X, il existe une bonne V -multifiltration U.(M) de M et des polynômes bi(s) ∈ C[s]
(i ∈ {1, . . . , p}) tels que pour tout k ∈ Zp, bi(Ei + ki)UkM ⊂ Uk−1iM .

(2) On dit que le couple (H,M) est multispécialisable sans pente par section si, pour toute
section locale m de M , il existe des polynômes bi(s) ∈ C[s] (i ∈ {1, . . . , p}) tels que
bi(Ei)m ∈ V0−1iDX .m.

Proposition 1. Les deux définitions 2.1 et 2.2 sont équivalentes et si la condition 2.1 est
satisfaite pour une bonne V -multifiltration de M , elle l’est pour toute.

On dira simplement que (H,M) est sans pente lorsque ces propriétés sont satisfaites. Pour
toute section m de M , on notera bi,m le polynôme unitaire de plus bas degré tel que bi(Ei)m ∈
V0−1iDX .m et bi,U.(M) le polynôme unitaire de plus bas degré tel que, pour tout k ∈ Zp,
bi,U.(M)(Ei + ki)UkM ⊂ Uk−1iM .

Preuve : Supposons (H,M) multispécialisable sans pente par section. Soit une V -multifiltration
U.(M) de M . Localement, cette multifiltration est engendrée par un nombre fini de sections
locales (mj)j∈J de poids kj ∈ Zp. On en déduit alors pour tout k ∈ Zp et i ∈ {1, . . . , p} :∏

j∈J
bi,mj (Ei + kj,i + ki)UkM ⊂ Uk−1iM,

où kj = (kj,1, . . . , kj,p). Ainsi, toute bonne V -multifiltration de M satisfait la définition 2.1.
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Soit une V -multifiltration U.(M) de M vérifiant 2.1. Soit I ⊂ {1, . . . , p} de cardinal p − 1 et

{i} = Ic. Pour tout m ∈M , il existe li ∈ Z et lI ∈ ZI tel que m ∈ Uli,lI = UHili
(UHI

lI
M).

Considérons le V HI
0I
DX -sous-module cohérent V HI

0I
DX · m de UHI

lI
M . Il est muni de deux

V HiV HI
0I
DX -multifiltrations.

– La première, (V Hi. V HI
0I
DX) ·m, est celle engendrée par m. Elle est bonne par définition.

– La seconde est la filtration du V HI
0I
DX -sous-module V HI

0I
DX · m induite par la bonne

V HiV HI
0I
DX multifiltration UHi. (UHI

lI
M). Elle est aussi bonne d’après les propriétés vues

plus haut.
Elles sont donc comparables et il existe donc un entier r ≥ 0 tel que :

UHili−r(U
HI

lI
M) ∩ V HI

0I
DXm ⊂ V Hi−1 (V HI

0I
DXm).

Il en résulte :

bi,U.(M)(Ei + li − r + 1) · · · bi,U.(M)(Ei + li)m ∈ V0−1iDXm.
Cela montre que (H,M) est multispécialisable sans pente par section.

Théorème 1. Si le couple (H,M) est sans pente, il existe une unique V -multifiltration globale
note V.(M) telle que les parties réelles des racines des polynômes bi,V.(M) soient dans l’intervalle
[−1, 0[. De plus, nous avons pour tout x ∈ X et k ∈ Zp :

(VkM)x = {m ∈Mx ; Reα ≥ −ki − 1 , ∀ α ∈ b−1
i,m(0) et 1 ≤ i ≤ p},

où Reα désigne la partie réelle du nombre α.

On appelle cette bonne V -multifiltration, la V -multifiltration de Malgrange-Kashiwara (ou
multifiltration canonique de M).

Preuve : Supposons (H,M) sans pente. On montre comme pour p = 1, en utilisant des
opérations élémentaires de décalage d’entiers, l’existence d’une bonne V -multifiltration de M
comme annoncée dans le théorème. Son unicité se prouve en utilisant un argument de E. Bézout.
Soit m ∈ (VkM)x. Suivant la preuve de la proposition 1, le polynôme bi,m divise bi,V.(M)(s +
ki − r + 1) · · · bi,V.(M)(s+ ki) pour r entier assez grand. Donc les parties réelles des racines des
bi,m sont supérieures ou égales à −ki − 1. Inversement, soit m ∈ Mx tel que les parties réelles
des racines des bi,m sont supérieures ou égales à −ki − 1. Il existe r ∈ Np tel que m ∈ Vk+rM .
On a :

bi,m(Ei)m ∈ V0−1iDX .m ∈ Vk+r−1iM,

bi,V.(M)(Ei + ki + ri)m ∈ Vk+r−1iM.

Si ri > 0, les polynômes bi,V.(M)(s+ ki + r + 1) et bi,m(s) sont premiers entre eux. En utilisant
une identité de E. Bézout, on obtient m ∈ Vk+r−1iM . Il reste à itérer pour obtenir m ∈ (VkM)x.

Corollaire 1. Supposons (H,M) sans pente.
– Alors pour tout I ⊂ {1, . . . , p}, le couple (HI,M) est sans pente.
– La V HIDX-multifiltration canonique de M est la multifiltration V HI

. M associée à la multi-

filtration canonique de M : V HI

kI
M =

∑
kIc∈ZIc VkI,kIc

M .
Nous avons de plus :

(1) Pour tout x ∈ X :

(V HI

kI
M)x = {m ∈Mx ; ∀α ∈ b−1

i,m(0) et ∀ i ∈ I : Reα ≥ −ki − 1}.

(2) Pour tout I, J ⊂ {1, . . . , p} d’intersection vide et (kI,kJ) ∈ ZI × ZJ :

V HI∪HJ

kI,kJ
M = V HI

kI
M ∩ V HJ

kJ
M.
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(3) Pour tout k ∈ Zp, VkM = ∩pi=1V
Hi
ki
M.

Nous voyons ainsi que si (H,M) est sans pente, la bonne V -multifiltration canonique V.M
est sans pente au sens de [S1] p.309.

Preuve : Il résulte de la définition de V HI
. que pour tout i ∈ I et kI ∈ ZI :

bi,V.(M)(ti
∂

∂ti
)V HI

kI
M ⊂ V HI

kI−1iM.

Ainsi, (HI,M) est sans pente de filtration canonique V HI
. M . Une section m appartient à V HI

kI
M

si et seulement s’il existe lIc ∈ ZIc tel que m ∈ VkI,lIcM . Donc, si et seulement si les parties
réelles des racine des bi,m pour i ∈ I sont supérieures ou égales à −ki−1. Cela montre l’assertion
1. Les deux autres assertions s’en déduisent.

Proposition 2. Supposons (H,M) sans pente. Pour tout I, J ⊂ {1, . . . , p} d’intersection vide,

nous avons les isomorphismes naturels de grV
HI∪HJ

0I∪J
(V0DX)-Modules :

gr
VHJ
.

kJ
(grV.

HI

kI
M) =

V HI∪HJ

kI,kJ
M

V HI∪HJ

<(kI,kJ)M
= grV.

HI∪HJ

kI,kJ
M.

Preuve : La proposition résulte directement du lemme suivant.

Lemme 1. Sous les hypothèses de la proposition 2, nous avons :

V HI∪HJ

kI,<kJ
M + (V HI∪HJ

kI,kJ
M ∩ V HI

<kI
M) = V HI∪HJ

<(kI,kJ)M.

Preuve : Le point clef est de montrer l’inclusion :

V HI∪HJ

kI,kJ
M ∩ V HI

<kI
M ⊂ V HI∪HJ

<(kI,kJ)M.

Soit m ∈ V HI∪HJ

kI,kJ
M ∩ V HI

<kI
M . Soit j ∈ J . Pour a ≥ 0 entier assez grand :

m ∈ V HI∪HJ

kI,kJ
M ∩ V HI∪{j}

<kI,kj+a
M.

Nous avons :

bj,V.(M)(Ej + kj + 1) · · · bj,V.(M)(Ej + kj + a)m ∈ V HI∪HJ

kI,kJ
M ∩ V HI∪{j}

<kI,kj
M.

bj,m(Ej + kj)m ∈ V HI∪HJ

(kI,kJ)−1jM.

Si a > 0, les polynômes bj,V.(M)(s+ kj + 1) · · · bj,V.(M)(s+ kj + a) et bj,m(s+ kj) sont premiers
entre eux, nous déduisons d’une relation de E. Bézout :

m ∈ V HI∪HJ

<(kI,kJ)M + (V HI∪HJ

kI,kJ
M ∩ V HI∪{j}

<(kI,kj)
M).

Le point clef en résulte par récurrence sur le cardinal de J.

Il résulte de la proposition 2 que pour I = {i1, . . . , ir} et tout kI ∈ ZI, le gradué grV.
HI

kI
M est

obtenu comme le gradué pour les filtrations induites par les V His. M sur les gradués précédents

grV.
His−1

kis−1
· · · grV.

Hi1

ki1
M .

Définition 3. Si (H,M) est sans pente, on appelle cycles HI-proches et HIc-évanescents de M
le grV0 DX-Module :

ΨHIΦHIc
M = ΦHIc

ΨHIM := grV−1I,0Ic
M.

On appelle cycles H-proches de M et cycles H-évanescents de M respectivement :

ΨHM = grV−1M et ΦHM = grV0M.
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Rappelons que bi,V.(M)(Ei + ki) annule grVkM et que les parties réelles des racines des po-
lynômes bi,V.(M)(s+ ki) appartiennent à l’intervalle [−ki − 1,−ki[. Soit, α ∈ Cp et

dαe = (dα1e, . . . , dαpe),

où dαie est le plus grand entier inférieur ou égal à Re αi. On note alors :

ΨH,αM = ∩pi=1(∪N∈NKer [(Ei + αi)
N : grVdαeM → grVdαeM ]).

Les intersections et réunions commutent, car les réunions sont localement finis comme les mul-
tiplicités de la racine −αi de bi,V.(M)(s). Comme les opérateurs Ei commutent, nous avons pour
tout k ∈ Zp :

grVkM =
⊕

α;dαe=k

ΨH,αM.

En particulier :

ΨHI
ΦHIc

M =
⊕

dαIe=−1I;dαIce=0Ic

ΨH,αM.

Nous notons que les α pour lesquels ΨH,αM 6= 0 sont dans un réseau défini à l’aide des racines
des polynômes bi,V.(M).

Supposons H1, . . . ,Hp munis d’équations globales. Le gradué grV
HI

0I
DX s’identifie à

D∩i∈IHi [E1, . . . , Ep].

Pour j ∈ Ic, nous continuons à noter Hj l’hypersurface Hj ∩i∈I Hi de ∩i∈IHi.

Proposition 3. Supposons H1, . . . ,Hp munis d’équations globales et le couple (H,M) sans
pente. Soit I = {i1, . . . , ir}, Ic = {ir+1, . . . , ip} et kI ∈ ZI.

– Le D∩i∈IHi [(Ei)i∈I]-Module grV.
HI

kI
M est un D∩i∈IHi-Module cohérent.

– Le couple (HIc , grV.
HI

kI
M) est sans pente.

– Sa filtration canonique est la filtration V HIc

. (grV.
HI

kI
M) induite par la filtration canonique

de M .
– Nous avons l’égalité de D∩pi=1Hi

[(Ei)i∈I]-Module :

ΨHI
ΦHIc

M = ΨHir
· · ·ΨHi1

ΦHip · · ·ΦHir+1
M.

– Les foncteurs ΦHir+1
, · · · ,ΦHip ,ΨHi1

, · · · ,ΨHir
commutent quand ils sont appliqués à M .

– Pour tout α ∈ Cp, ΨH,αM = ΨH1,α1
. . .ΨHp,αpM .

Preuve : C’est une reformulation de la proposition 2. La cohérence de grV.
HI

kI
M comme D∩i∈IHi -

Module provient du fait que ce module est annulé par les opérateurs bi,V.(M)(Ei +ki) pour i ∈ I.
L’assertion sur les ΨH,αM provient du fait que les opérateurs d’Euler commutent et sont d’ordre
0.

Nous notons que ΨHI
ΦHIc

M = ΨHI
(ΦHIc

M) = ΦHIc
(ΨHI

M).

3. Morphisme sans pente et systèmes différentiels holonomes réguliers

3.1. Morphisme sans pente. Soit X un germe de variété analytique de dimension n et Y un
sous-espace irréductible de X. Soit f1, . . . , fp, p fonctions analytiques sur X nulles à l’origine.
Notons par F leur produit f1f2 · · · fp, désignons par f l’application :

f : X −→ Cp , (x1, . . . , xn) 7−→ (f1(x1, . . . , xn), . . . , fp(x1, . . . , xn))
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et par f|Y sa restriction à Y .

On désigne par T ∗X le fibré cotangent à X et π : T ∗X → X sa projection canonique.
L’adhérence du fibré conormal à la partie lisse de Y est notée T ∗YX et appelée espace conormal
à Y dans X.

Dans ce sous-paragraphe 3.1, sauf mention du contraire, on supposera que F n’est pas iden-
tiquement nulle sur Y .

Nous désignons par W ]
f1,...,fp,Y

l’adhérence dans T ∗X ×Cp de

{(x, ξ +

p∑
i=1

si
dfi(x)

fi(x)
, s1, . . . , sp) ; si ∈ C , (x, ξ) ∈ T ∗YX et F (x) 6= 0}.

C’est un sous-espace irréductible de T ∗X ×Cp de dimension n+ p.

Notons π2 : T ∗X×Cp → Cp la projection canonique (x, ξ, s) 7→ s et par π1 : T ∗X×Cp → T ∗X
la projection canonique (x, ξ, s) 7→ (x, ξ).

Remarque 1. Dans [B-M-M1], nous avions établi les résultats suivants :

(1) Les fibres réduites de la restriction de π2 à W ]
f1,...,fp,Y

sont des sous-espaces lagrangiens

de T ∗X. La fibre au-dessus de l’origine est un sous-espace lagrangien conique que nous

noterons W ]
f1,...,fp,Y

(0).

(2) La projection par π2 de W ]
f1,...,fp,Y

∩ F−1(0) est une réunion d’hyperplans vectoriels de

Cpdont les équations sont des formes linéaires à coefficients entiers positifs ou nuls.

Plus précisement, soit G une composante irréductible de W ]
f1,...,fp,Y

∩ F−1(0), si nj
désigne la multiplicité de fj le long de G, π2(G) est l’hyperplan de Cp d’équations :
n1s1 + · · ·+ npsp = 0.

(3) La partie de W ]
f1,...,fp,Y

au-dessus de la droite vectorielle s1 = · · · = sp s’identifie à

W ]
F,Y .

Définition 4. Suivant [B-M-M2], nous dirons que le morphisme f|Y est sans pente si la projec-

tion π2(W ]
f1,...,fp,Y

∩ F−1(0)) est la réunion des hyperplans de coordonnées.

Nous désignerons par Wf,Y l’adhérence dans T ∗X des espaces conormaux aux fibres de f|Y .
Cet espace Wf,Y est donc l’adhérence dans T ∗X de

{(x, ξ +

p∑
i=1

λidfi(x) ; λi ∈ C et (x, ξ) ∈ T ∗YX}.

C’est un sous-espace irréductible de T ∗X de dimension n + r où r est le rang de l’application
f|Y : Y → Cp.

Si l’on considère le diagramme entre espaces cotangents associé à f :

T ∗X
tf ′←− X ×Cp T

∗Cp fπ−→ T ∗Cp,

l’espace Wf,Y n’est autre que l’adhérence de

T ∗YX + tf ′(X ×Cp T
∗Cp).
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Suivant J.-P. Henry, M. Merle et C. Sabbah dans [H-M-S] , donnons la définition d’un mor-
phisme sans éclatement en codimension zéro.

Définition 5. ([H-M-S]) Le morphisme f|Y est dit sans éclatement en codimension zéro si
Wf,Y ∩ (f = 0) est de dimension inférieure ou égale à n. Cette intersection est alors une sous
variété lagrangienne de T ∗X que nous noterons W 0

f,Y .

Nous noterons que la définition de Wf,Y et de f|Y sans éclatement en codimension zéro ne
demande aucune hypothèse sur la restriction de F à Y (certains fi peuvent s’annuler sur Y ).

Nous notons Crit0(f1, . . . , fp, Y ) l’adhérence de l’ensemble des y ∈ Y , F (y) 6= 0 pour lesquels
il existe une solution (s1, . . . , sp) 6= 0 de l’équation :

p∑
i=1

si
dfi(x)

fi(x)
∈ T ∗YX.

Théorème 2. ([B-M-M2], théorème 2.7) f|Y est sans pente si et seulement si f|Y est sans

éclatement en codimension zéro et Crit0(f1, . . . , fp, Y ) est vide.

Remarque 2. Rappelons ([B-M-M2], preuve du théorème 2.7) que si f|Y est sans pente :

– ∀i ∈ {1, . . . , p} , W ]
f,Y ∩ f

−1
i (0) ⊂W ]

f,Y ∩ s
−1
i (0).

– Le morhisme π1 : W ]
f,Y →Wf,Y est fini et propre.

– L’espace W ]
f,Y ∩ f−1(0) est contenue dans s1 = · · · = sp = 0 et s’identifie à la variété

lagrangienne Wf,Y ∩ f−1(0).

Notons i l’immersion fermée :

i : X → X ×Cp , x 7−→ (x, t1 = f1(x), . . . , tp = fp(x)).

Considérons le diagramme entre espaces cotangents associé à i :

T ∗X
ti′←− X ×X×Cp T ∗(X ×Cp)

iπ−→ (X ×Cp).

Nous pouvons vérifier :
iπ(ti′)−1(T ∗YX) = T ∗i(Y )(X ×Cp).

Les espaces W ]
(t1,...,tp),i(Y ) et W ]

f,Y s’identifient. On en déduit :

Remarque 3. f|Y est sans pente si et seulement si (t1, . . . , tp)|i(Y ) est sans pente.

Proposition 4. Supposons que f|Y soit sans pente, alors pour tout sous-ensemble {i1, . . . , ir}
de {1, . . . , p} le morphisme (fi1 , . . . , fir )|Y est sans pente.

Preuve : On peut supposer {i1, . . . , ir} = {1, . . . , r}, posons f ′ = (f1, . . . , fr) et F ′ = f1f2 . . . fr.
Comme F est non nulle sur l’espace irréductible Y , tout (x, ξ) ∈ T ∗YX est limite de points
n’appartenant pas à F−1(0). Ainsi, l’adhérence de

{(x, ξ +

r∑
i=1

si
dfi(x)

fi(x)
, s1, . . . , sr, 0, . . . , 0) ; si ∈ C , (x, ξ) ∈ T ∗YX etF ′(x) 6= 0}

est contenu dans W ]
f,Y ∩ (sr+1 = . . . = sp = 0). Comme cette adhérence s’identifie à W ]

f ′,Y :

W ]
f ′,Y ⊂W

]
f,Y ∩ (sr+1 = · · · = sp = 0).

Si G est une composante irréductible de W ]
f ′,Y ∩ F ′−1(0), G est contenue dans un fi = 0 pour

i ∈ {1, . . . , r}. Ainsi, G ⊂W ]
f,Y ∩ f

−1
i (0) est d’après la remarque 2 contenue dans si = 0.
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Proposition 5. Supposons f|Y sans pente. Posons, f ′ = (f1, . . . , fr), f
′′ = (fr+1, . . . , fp). Si

T ∗ZX est une composante irréductible de W ]
f ′′,Y (0) et que F ′ = f1 . . . fr, est non identiquement

nul sur Z, alors f ′|Z est sans pente.

Preuve : Posons : F ′′ = fr+1 . . . fp. Nous allons montrer que :

W ]
f ′,Z ⊂W

]
f,Y ∩ (sr+1 = · · · = sp = 0).

Soit (x, ξ, s′) ∈W ]
f ′,Z , par définition ce point est limite de points :

(y, η +

r∑
i=1

s′i
dfi(y)

fi(y)
, s′1, . . . , s

′
r) ; s′i ∈ C , (y, η) ∈ T ∗ZX et F ′(y) 6= 0).

D’autre part, les (y, η, 0) ∈W ]
f ′′,Y (0) sont par définition limites de points :

(z, λ+

p∑
i=r+1

s′′i
dfi(z)

fi(z)
, s′′r+1, . . . , s

′′
p) ; s′′i ∈ C , (z, λ) ∈ T ∗YX et F ′′(z) 6= 0).

Pour z assez proche de y, F ′(z) 6= 0 et (x, ξ, s′, 0) est limite de points :

(z, λ+

r∑
i=1

s′i
dfi(z)

fi(z)
+

p∑
i=r+1

s′′i
dfi(z)

fi(z)
, s′1, . . . , s

′
r, s
′′
r+1, . . . , s

′′
p),

où s′i , s
′′
i ∈ C, (z, λ) ∈ T ∗YX et F (z) 6= 0. Il en résulte l’inclusion attendue. La preuve se termine

comme la preuve de la proposition 4.

Proposition 6. Supposons f|Y sans pente. Posons, f ′ = (f1, . . . , fr) et F ′ = f1 . . . fr. Soit T ∗ZX

une composante irréductible de W ]
F,Y (0), si F ′ est non identiquement nul sur Z, alors f ′|Z est

sans pente.

Preuve : Nous allons montrer que

W ]
f ′,Z ⊂W

]
f,Y ∩ (sr+1 = · · · = sp = 0).

Soit (x, ξ, s′) ∈W ]
f ′,Z , par définition ce point est limite de points :

(y, η +

r∑
i=1

s′i
dfi(y)

fi(y)
, s′1, . . . , s

′
r) ; s′i ∈ C , (y, η) ∈ T ∗ZX et F ′(y) 6= 0).

D’autre part, les (y, η, 0) ∈W ]
F,Y (0) sont par définition limites de points :

(z, λ+

p∑
i=1

s
dfi(z)

fi(z)
, s) ; s ∈ C , (z, λ) ∈ T ∗YX et F (z) 6= 0).

Ainsi, (x, ξ, s′, 0) est limite de points :

(z, λ+

r∑
i=1

(s+ s′i)
dfi(z)

fi(z)
+

p∑
i=r+1

s
dfi(z)

fi(z)
, s+ s′1, . . . , s+ s′r, s, . . . , s),

où s′i, s ∈ C, (z, λ) ∈ T ∗YX et F (z) 6= 0. Il en résulte l’inclusion attendue. La preuve se termine
comme la preuve de la proposition 4.

Proposition 7. Si T ∗ZX est une composante irréductible de W ]
f ′′,Y (0), alors :

W ]
f ′,Z(0) ⊂W ]

f,Y (0).
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Preuve : Si (x, ξ) ∈W ]
f ′,Z(0), (x, ξ, 0) est limite d’une suite :

(xn, ηn +

r∑
i=1

si(n)
dfi(xn)

fi(xn)
, s1(n), . . . , sr(n)),

où (xn, ηn) ∈ T ∗ZX et F ′(xn) 6= 0. De la définition de T ∗Z(X), il résulte que (xn, ηn, 0) est lui
même limite d’une suite :

(yn,m, ηn,m +

p∑
i=r+1

si(n,m)
dfi(yn,m)

fi(yn,m)
, sr+1(n,m), . . . , sp(n,m)),

où yn,m, ηn,m ∈ T ∗YX et F ′′(yn,m) 6= 0. Il en résulte que (x, ξ, 0) est alors limite d’une sous-suite :

(yn,m, ηn,m +

r∑
i=1

si(n)
dfi(yn,m)

fi(yn,m)
+

p∑
i=r+1

si(n,m)
dfi(yn,m)

fi(yn,m)
,

s1(n), . . . , sr(n), sr+1(n,m), . . . , sp(n,m)),

On obtient : (x, ξ, 0) ∈W ]
f,Y (0).

Proposition 8. Si f|Y est sans pente, fπ(tf ′)−1(T ∗YX) est contenu dans la réunion des conor-
maux aux intersections des hyperplans de coordonnées de Cp.

Preuve : Soit (t, η) = (t1, . . . , tp, η1, . . . , ηp) ∈ fπ(tf ′)−1(T ∗YX). Supposons :

t1 6= 0, . . . , tr 6= 0 et tr+1 = · · · = tp = 0.

Par hypothèse, il existe (x, ξ) ∈ T ∗YX avec t1 = f1(x), . . . , tp = fp(x), tel que :

p∑
i=1

ηidfi(x) = ξ.

Prenons une suite (xn, ξn) ∈ T ∗YX tendant vers (x, ξ) avec F (xn) 6= 0. On observe que la suite

de W ]
f,Y :

(xn,

p∑
i=1

ηifi(xn)
dfi(xn)

fi(xn)
− ξn, η1f1(xn), . . . , ηpfp(xn))

converge vers ((x, 0), η1f1(x), . . . , ηrfr(x), 0, . . . , 0) qui appartient donc à W ]
f,Y . Comme sous

l’hypothèse sans pente (remarque 2), le morphisme W ]
f,Y → Wf,Y est fini et que les fibres de

(x, 0) sont homogènes, il en résulte :

η1f1(x) = · · · = ηrfr(x) = 0 et donc η1 = · · · = ηr = 0.

Ainsi : (t, η) ∈ T ∗tr+1=···=tp=0C
p.

Pour prendre en compte les composantes irréductibles d’une variété lagrangienne conique de
T ∗X, nous énonçons :

Définition 6. Soit Λ une variété lagrangienne conique de T ∗X. Nous disons que (f,Λ) est sans
pente si pour toute composante irréductible T ∗ZX de Λ, le morphisme (fi1 , . . . , fir )|Z est sans
pente où {i1, . . . , ir} est l’ensemble des indices i entre 1 et p tels fi|Z 6= 0.
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3.2. Systèmes différentiels holonomes réguliers sans pente. Nous conservons les nota-
tions du paragraphe précédent.

Soit M un DX -Module holonome régulier de variété caractéristique :

car(M) =
⋃
l∈L

T ∗YlX.

Désignons par OX [s1, . . . , sp, 1/F ]fs11 . . . f
sp
p le OX [s1, . . . , sp, 1/F ]-Module libre de rang 1 de

base fs11 . . . f
sp
p . Le produit tensoriel

M ⊗OX OX [s1, . . . , sp, 1/F ]fs11 . . . fspp

est muni de la structure naturelle de DX [s1, . . . , sp]-Module définie pour toute section m de M
et a de OX [s1, . . . , sp, 1/F ] par :

∂

∂xi
(m⊗ afs11 . . . fspp ) =

∂

∂xi
m⊗ afs11 . . . fspp +m⊗ ∂a

∂xi
fs11 . . . fspp +

p∑
j=1

m⊗ sja
∂fj
∂xi

fj
fs11 . . . fspp .

Pour toute sectionm deM ,DXmfs11 . . . f
sp
p est unDX -Module cohérent etDX [s1, . . . , sp]mf

s1
1 . . . f

sp
p

est un DX [s1, . . . , sp]-Module cohérent.

L’anneau DX est filtré naturellement par l’ordre naturel des opérateurs différentiels. L’anneau
DX [s1, . . . , sp] est filtré en donnant de plus à si le poids 1.

Proposition 9. (voir théorème 3.3 [B-M-M3]) Soit M un DX-Module holonome régulier M de
variété caractéristique

⋃
l∈L T

∗
Yl
X et m une section de M engendrant M . Nous avons :

a) DXmfs11 . . . f
sp
p est un DX-Module cohérent de variété caractéristique :

carDX (DXmfs11 . . . fspp ) =
⋃

F|Yl 6=0

Wf1,...,fp,Yl .

b) DX [s1, . . . , sp]mf
s1
1 . . . f

sp
p est un DX [s1, . . . , sp]-Module cohérent de variété caractéristique :

carDX [s1,...,sp](DX [s1, . . . , sp]mf
s1
1 . . . fspp ) =

⋃
F|Yl 6=0

W ]
f1,...,fp,Yl

.

Proposition 10. Soit M un DX-Module holonome régulier M de variété caractéristique
⋃
l∈L T

∗
Yl
X

et m une section de M engendrant M . Soit x ∈ X et L′ l’ensemble des l ∈ L tels que x ∈ Yl et
F|Yl 6= 0 au voisinage de x. Les conditions locales au voisinage de x sont équivalentes :

(1) Pour tout l ∈ L′ , f|Yl est sans pente.

(2) Il existe p polynômes bi(s) ∈ C[s] non nuls tels que :

b1(s1) · · · bp(sp)mfs11 . . . fspp ∈ DX [s1, . . . , sp]mf
s1+1
1 . . . fsp+1

p .

(3) Il existe p polynômes bi(s) ∈ C[s] non nuls tels que :

bi(si)mf
s1
1 . . . fspp ∈ DX [s1, . . . , sp]mfif

s1
1 . . . fspp .

Preuve : L’équivalence entre les propriétés 1 et 2 est l’objet du théorème 3.3 [B-M-M3]. Comme
la propriété 3 implique clairement la propriété 2, il reste à montrer que 1 et 2 impliquent 3.



172 PH. MAISONOBE

On commence par remplacer M par M [1/F ] qui a pour variété caractéristique (voir [G]
théorème 5.5) : ⋃

l∈L′
W ]
F,Yl

(0) =
⋃
l∈L′

T ∗YlX
⋃
l∈L′

(WF,Yl ∩ (F = 0)).

L’avantage est que, sous l’hypothèse 1, si T ∗ZX est une composante de la variété caractéristique de
M [1/F ] non nul sur le produit f1 · · · fr, le morphisme (f1 · · · fr)|Z est sans pente (voir proposition
6). Par récurrence sur p, on peut ainsi supposer que la condition 3 est satisfaite pour toute famille
de p−1 fonctions choisies dans la famille f1, . . . , fp. Considérons alors une équation fonctionnelle
non triviale :

(∗) c(s1)mfs11 . . . fspp ∈
p∑
i=1

DX [s1, . . . , sp]mfif
s1
1 . . . fspp .

L’existence d’une telle équation provient sous l’hypothèse 1 de l’holonomie du DX -Module :

L =
DX [s1, . . . , sp]mf

s1
1 . . . f

sp
p∑p

i=1DX [s1, . . . , sp]mfif
s1
1 . . . f

sp
p
.

Pour la preuve de l’holonomie, on pourra se reporter à la preuve du théorème 3.3 [B-M-M3]. Les

arguments sont les suivants : sous l’hypothèse sans pente la projection W ]
f,Y → Wf,Y est finie,

de la proposition 9 il résulte alors la cohérence de L comme DX -Module, enfin sous l’hypothèse
sans pente la proposition 9 donne une majoration de la variété caractéristique de L par une
variété lagrangienne.
En itérant l’équation fonctionnelle ∗, on trouve pour tout entier k des équations fonctionnelles :

c(s1)mfs11 . . . fspp ∈

DX [s1, . . . , sp]mf1f
s1
1 . . . fspp +

p∑
i=2

DX [s1, . . . , sp]mf
k
i f

s1
1 . . . fspp .

D’après l’hypothèse de récurence, nous avons pour tout j ∈ {2, . . . , p} des équations non triviales :

b(s1)mfs11 . . . f
sj−1

j−1 f
sj+1

j+1 f
sp
p ∈ DX [s1, . . . , sp]mf1f

s1
1 . . . f

sj−1

j−1 f
sj+1

j+1 f
sp
p .

En multipliant cette équation par f
sj+k
j pour un entier k assez grand (pour U ∈ DX [s1, . . . , sp]

de degré inférieur à k, f
sj+k
j U = V f

sj
j où V ∈ DX [s1, . . . , sp]), nous obtenons :

b(s1)mf1f
s1
1 . . . f

sj−1

j−1 f
sj+k
j f

sj+1

j+1 . . . fspp ∈ DX [s1, . . . , sp]mf1f
s1
1 . . . fspp .

Nous en déduisons une équation non triviale :

bi(si)mf
s1
1 . . . fspp ∈ DX [s1, . . . , sp]mfif

s1
1 . . . fspp ,

puis par symétrie que 4 est vérifiée. Le théorème est démontré. Cette méthode avait été utilisée
dans le corollaire 3 page 131 de [B-B-M-M] pour montrer l’existence de telles équations dans le
cas particulier M = OX .

Notons que M vérifie les hypothèses de cette proposition 10 si et seulement si M [1/F ] les
vérifient.

Revenons maintenant à la situation où H1, . . . Hp sont p hypersurfaces lisses dont la réunion
forme un diviseur à croisements normaux. Notons toujours H l’ensemble {H1, . . . ,Hp}. Soit
(x1, . . . , xn, t1, . . . , tp) un système de coordonnées dans lequel Hi a pour équation ti = 0.
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Corollaire 2. Soit M un DX-Module holonome régulier M de variété caractéristique
⋃
l∈L T

∗
Yl
X.

Soit (x1, . . . , xn, t1, . . . , tp) un système de coordonnées dans lequel Hi a pour équation ti = 0.
Soit L′ l’ensemble des l ∈ L tels que F|Yl 6= 0 au voisinage de l’origine. Les conditions locales au
voisinage de l’origine sont équivalentes :

(1) Pour tout l ∈ L′ , (t1, . . . , tp)|Yl est sans pente.

(2) Le couple ((t1, . . . , tp), carM [1/t1 . . . tp]) est sans pente.

(3) Le couple (H,M [?(H1 ∪ . . . ∪Hp)]) est sans pente.

Preuve : Soit m une section d’un DX -Module M . Soit b ∈ C[s] un polynôme d’une variable, en
suivant la même preuve que celle du lemme 4.4-1 [M-M], on montre que les conditions suivantes
sont équivalentes :

a) b(s1)mts11 . . . t
sp
p ∈ DX [s1, . . . , sp]mt1t

s1
1 . . . t

sp
p ,

b) il existe A ∈ V0,0,...,0(DX) tel que dans M [
1

t1 . . . tp
] :

b(t1
∂

∂t1
)m = At1m.

L’équivalence entre les conditions 1 et 3 résulte alors directement de la proposition 10. L’équivalence
entre les conditions 1 et 2 résulte de la proposition 6.

Théorème 3. Soit M un DX-Module holonome régulier. Soit un système de coordonnées
(x1, . . . , xn, t1, . . . , tp) de X dans lequel Hi a pour équation ti = 0. Les conditions locales au
voisinage de l’origine sont équivalentes :

(1) Le couple ((t1, . . . , tp), carM) est sans pente.

(2) Le couple (H,M) est sans pente.

Preuve : Supposons 1, d’après le corollaire 2, le couple (H,M [
1

t1 . . . tp
]) est sans pente. Soit

m ∈M , il existe donc c(s) ∈ C[s] et C ∈ V0,0,...,0(DX) tel que la section m′ = (c(t1
∂
∂t1

)−Ct1)m

soit nulle dans le localisé M [
1

t1 . . . tp
]. La classe ṁ′ de la section m′ dans M [

1

t1t3 . . . tp
] est donc

supportée par t2 = 0. Les composantes irréductibles T ∗YX de la variété caractéristique de DXṁ′
sont ainsi contenues dans t2 = 0. Ceux sont des composantes irréductibles des W ]

t1,t3,...tp,Z
(0)

où T ∗ZX décrit les composantes irréductibles de carM . Il résulte de la proposition 6 que si le

produit t1t3 . . . tp, est non nul sur Y , le morphisme (t1, t3, . . . , tp)|Y est sans pente. Ainsi, DXṁ′
est supporté par t2 = 0 et le couple ((t1, t3, . . . , tp), carDXṁ′) est sans pente. Par l’équivalence
entre DX -module supporté par une hypersurface H lisse et DH -module, il existe suivant le

corollaire 2 : c′(s) ∈ C[s] et C ′ ∈ V0,0,...,0(DX) indépendants de t2 et
∂

∂t2
tels que la section

(c′(t1
∂
∂t1

) − C ′t1)m′ soit nulle dans le localisé M [
1

t1t3 . . . tp
]. Itérons, on obtient c′′(s) ∈ C[s]

et C ′′ ∈ V0,0,...,0(DX) tels que la section (c′′(t1
∂
∂t1

) − C ′′t1)m soit nulle dans le localisé M [
1

t1
].

D’où, pour un certain entier r :

(
∂

∂t1
)rtr1(c′′(t1

∂

∂t1
)− C ′′t1)m = 0.

Ainsi, m satisfait une équation fonctionnelle :

b(t1
∂

∂t1
)m = −At1m,
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où b(s) ∈ C[s] non nul et A ∈ V0,0,...,0(DX). Nous avons ainsi montré que (H,M) est sans pente.

Inversement, si (H,M) est sans pente, d’après le corollaire 1 pour tout I ⊂ {1, . . . , p}, (HI,M)
est sans pente. La condition 1 résulte alors du corollaire 2.

Examinons enfin un cas particulier étudié dans [D-M-S-T] et [M-T2] que nous généraliserons
de façon géométrique à la section 4.3.2.

Remarque 4. Soit M un DX-Module holonome régulier. Nous supposons que M et M [∗H1]
sont non caratéristiques pour H2 ∩ . . . ∩Hp. Alors (H,M) est sans pente.

Preuve Considérons un système de coordonnées (x1, . . . , xn, t1, . . . , tp) dans lequel Hi a pour
équation ti = 0. Nous avons montré (proposition 3.0.5 [M-T2] ou lemme 3.2 [D-M-S-T]) que
toute section m de M vérifie pour tout i ∈ {2, . . . , p} des équations fonctionnelles :

(
∂

∂ti

k

+Ai,1
∂

∂ti

k−1

+ · · ·+Ai,k)m = 0,

où les Ai,j sont des opérateurs différentiels indépendants de
∂

∂t1
, . . . ,

∂

∂tp
. En multipliant par tki ,

nous obtenons pour i ∈ {2, . . . , p} :

(ti)
k(

∂

∂ti

k

)m ∈ V0,...,0(DX) tim.

De ces équations, nous avions déduit que M est relativement spécialisable par rapport à H1

(proposition 3.0.5 [M-T2] ou proposition 3.1 [D-M-S-T]. Autrement dit, toute section m de M
vérifie une équation fonctionnelle non triviale :

b(t1
∂

∂t1
)m = At1m,

où A est un opérateur de V H1
0 (DX) indépendant de

∂

∂t2
, . . . ,

∂

∂tp
. On obtient donc une équation

non triviale :

b(t1
∂

∂t1
)m ∈ V−1,0,...,0(DX).

Cela montre bien que (H,M) est sans pente.

4. Cycles évanescents d’un faisceau construtible par un morphisme sans pente

Soit Db
c(CX) la catégorie des complexes bornés de faisceaux de C-espaces vectoriels dont les

groupes de cohomologie sont des faisceaux C-constructibles.

4.1. Images directes locales d’un faisceau constructible et complexe d’Alexander
d’un faisceau constructible.

4.1.1. Images directes locales d’un faisceau constructible. Soit X = Cn, un germe de variété
analytique de dimension n. Soit f = (f1, . . . , fp) : X → Cp un morphisme analytique et
F ∈ Db

c(CX).

Suivant [K-S] proposition 8.6.4 , [Bry], [L-M], on sait associer à F sa variété caractéristique
carF qui est un sous-espace analytique conique lagrangien du fibré cotangent à X : carF est la
réunion de l’image du support de F dans la section nulle de T ∗X et de l’adhérence des points
(x, ξ) pour lesquels il existe g : X,x→ C tel que dg(x) = ξ et φg(F) 6= 0.
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Définition 7. Soit F ∈ Db
c(CX) de variété caractéristique carF =

⋃
l∈L T

∗
Yl
X. Nous dirons que

(f, carF) est sans éclatement en codimension zéro si pour tout l ∈ L, f|Yl est sans éclatement
en codimension zéro.

Cela revient à demander que l’intersection par f = 0 de l’adhérence de carF+t f ′(X×Cp Cp)
dans T ∗X soit une variété lagrangienne de T ∗X.

Notons :
– Bε = {x ∈ Cn ;

∑n
i=1 | xi |2< ε2},

– Bε l’adhérence de Bε dans Cn ,
– Dη = {t = (t1, . . . , tp) ∈ Cp ; | ti |< η},
– Bε,η = Bε ∩ f−1(Dη) et Bε,η = Bε ∩ f−1(Dη),

– f ε,η : Bε,η → Dη et fε,η : Bε,η → Dη respectivement les restrictions de f à Bε,η et Bε,η.

Proposition 11. Soit F ∈ Db
c(CX). Supposons que (f, carF) soit sans éclatement en codimen-

sion zéro. Il existe alors ε0 > 0 et une fonction décroissante η :]0, ε0]→ R+−{0} telle que pour
tout 0 < ε′ ≤ ε ≤ ε0 :

R(f ε,η(ε′))∗F = R(fε,η(ε′))∗F .

Ces images directes sont à cohomologie C-constructible et indépendantes de ε ∈ [ε′, ε0]. Leurs
variétés caractéristiques sont contenues dans :

(fε,η(ε′))π(tf ′ε,η(ε′))
−1(carF).

Nous les appelerons les images directes locales de F .

Remarque sur la preuve : c’est un résultat bien connu sur les morphismes sans éclatement en
codimension 0 qui s’appuie sur les propositions 5.4.17 et 8.5.8 de [K-S]. Par hypothèse,

Λ = carF +t f ′(X ×Cp Cp) ∩ f−1(0)

est une variété lagrangienne conique de T ∗X. Si l’on considère la fonction anlytique φ(x) =∑n
i=1 | xi |2 sur Λ, les valeurs réeles telles qu’il existe x ∈ Cn vérifiant t = φ(x) et dφ(x) ∈ Λ

sont discrètes (proposition 8.3.12 [K-S]). La plus petite de ses valeurs strictement positives est
la valeur ε0 attendue dans la proposition (voir preuve de proposition 8.5.8).

4.1.2. Complexe d’Alexander d’un faisceau constructible. Suivant C. Sabbah ([S3] définition
2.2.7) à une image directe propre près, définissons le complexe d’Alexander de F . Pour ce faire,
considérons le diagramme :

f−1(0)
i−→ X

j←− X∗ = X − F−1(0)
p←− X̃

↓ ↓ f ↓ f∗ ↓ f̃
{0} i−→ Cp j←− (C∗)p

p←− Cp,

où Cp est le revêtement universel de (C∗)p et p le morphisme :

Cp −→ (C∗)p : p(z1, . . . , zp) = (e2iπz1 , . . . , e2iπzp).

Définition 8. On appelle complexe d’Alexander de F ∈ Db
c(CX), le complexe :

AΨfF = i−1Rj∗p∗p
−1j−1F .
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La iéme monodromie sur AΨfF est l’isomorphisme :

Mi : AΨfF −→ AΨfF

induit par le morphisme d’adjonction :

(jp)∗(jp)
−1F −→ (jp)∗(Ti)∗T

−1
i (jp)−1F = (jp)∗(jp)

−1F ,

où Ti est le morphisme de translation :

Ti : Cp −→ Cp ; (z1, . . . , zp) 7−→ (z1, . . . zi−1, zi + 1, zi+1, . . . , zp).

Le morphisme can : i−1F −→ AΨf (F) désigne le morphisme induit par le morphisme d’adjonc-
tion associé à j ◦ p :

F −→ j∗p∗p
−1j−1F : s 7−→ s ◦ j ◦ p.

Pour tout i ∈ {1, 2, . . . , p}, il résulte de j ◦ p ◦ Ti = j ◦ p que Mi ◦ can = can.

Soit f ′ = (f1, . . . , fr), f
′′ = (fr+1, . . . , fp), F

′ = f1 . . . fr et F ′′ = fr+1 . . . fp. Considérons les
complexes d’Alexander AΨf ′F et AΨf ′′F associés aux diagrammes :

f ′−1(0)
i′−→ X

j′←− X ′∗ = X − F ′−1(0)
p′←− X̃ ′

↓ ↓ f ′ ↓ f ′∗ ↓ f̃ ′

{0} i′−→ Cr j′←− (C∗)r
p′←− Cr,

f ′′−1(0)
i′′−→ X

j′′←− X ′′∗ = X − F ′′−1(0)
p′′←− X̃ ′′

↓ ↓ f ′′ ↓ f ′′∗ ↓ f̃ ′′

{0} i′′−→ Cp−r j′′←− (C∗)p−r
p′′←− Cp−r.

Considérons alors les diagrammes de carrés cartésiens :

f−1(0)
i′−→ f ′′−1(0)

j′p′←− X̃ ′ ∩ f ′′−1(0)
↓ i′′ ↘ i ↓ i′′ ↓ i′′

f ′−1(0)
i′−→ X

j′p′←− X̃ ′

↑ j′′p′′ ↑ j′′p′′ ↖ jp ↑ π′′

X̃ ′′ ∩ f ′−1(0)
i′−→ X̃ ′′

π′←− X̃.

Pour simplifier, posons a = j′p′ et b = j′′p′′. On a les morphismes :
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AΨf ′(
AΨf ′′F) AΨf ′(i

′′−1F)
|| ||

i′−1Ra∗a
−1i′′−1Rb∗b

−1F adj.(b)←− i′−1Ra∗a
−1i′′−1F

|| ||
i′−1Ra∗i

′′−1a−1b∗b
−1F adj.(b)←− i′−1Ra∗i

′′−1a−1F
↑ chgt.base/i′′ ↑ chgt.base/i′′

i′−1i′′−1Ra∗a
−1b∗b

−1F adj.(b)←− i′−1i′′−1Ra∗a
−1F

'↓ chgt.base/a ||
AΨfF

adj.(π′′)←− i′′−1(AΨf ′F)
'↑ chgt.base/b ||

i′′−1i′−1Rb∗b
−1a∗a

−1F adj.(b)←− i′′−1i′−1Ra∗a
−1F

↓ chgt.base/i′ ||
i′′−1Rb∗i

′−1b−1a∗a
−1F i′′−1i′−1Ra∗a

−1F
|| ||

i′′−1Rb∗b
−1i′−1a∗a

−1F adj.(b)←− i′′−1i′−1Ra∗a
−1F

|| ||
AΨf ′′(

AΨf ′F) i′′−1(AΨf ′F).

Ces diagrammes commutent puisque l’adjonction commute au changement de base.
Pour i ≤ r, les isomorphismes de translation Ti sur X̃ ′, X̃, X̃ ′ ∩ f ′′−1(0) commutent aux

mophismes π′′ et i′′. On en déduit la commutativité du diagramme :

AΨfF
Mi(

AΨfF)←− AΨfF
↓ ↓

AΨf ′(
AΨf ′′F)

Mi(AΨf′ (
AΨf′′F))
←− AΨf ′(i

′′−1F).

De même pour i > r, les isomorphismes de translation Ti sur X̃ ′′, X̃, X̃ ′′∩f ′−1(0) commutent
aux mophismes π′′ et i′. On en déduit la commutativité du diagramme :

AΨfF
Mi(

AΨfF)←− AΨfF
↓ ↓

AΨf ′(
AΨf ′′F)

AΨf′(Mi(
AΨf′′F))
←− AΨf ′(i

′′−1F).

En résumé :

Proposition 12. Il existe un diagrame canonique commutatif compatible aux morphismes de
monodromies :

AΨf ′(
AΨf ′′F) ←− AΨf ′(i

′′−1F)
↑ ↑

AΨfF ←− i′′−1(AΨf ′F)
↓ ↙

AΨf ′′(
AΨf ′F).

Pour p > 1, suivant C. Sabbah ([S3] définition 2.2.7), AΨf (F) n’est en général pas C-
constructible, par contre c’est un complexe de faisceaux à cohomologie C[Zp] constructible.
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4.2. Cycles évanescents d’un faisceau construtible par un morphisme sans pente.
Soit X un germe de variété analytique de dimension n et Y un sous-espace irréductible de X.
Soit f1, . . . , fp des fonctions analytiques sur X nulles à l’origine. Notons F = f1f2 · · · fp leur
produit et désignons par f l’application :

f : X −→ Cp , (x1, . . . , xn) 7−→ (f1(x1, . . . , xn), . . . , fp(x1, . . . , xn))

et par f|Y sa restriction à Y .

Soit F ∈ Db
c(CX). Rappelons la définition 6 : le couple ((f1, . . . , fp), carF) est sans pente si

pour toute composante irréductible T ∗ZX de la variété caractéristique de F , on ait (fi1 , . . . , fir )|Z
sans pente où {i1, . . . , ir} = {0 ≤ i ≤ p ; fi|Z 6= 0}.

Si ((f1, . . . , fp), carF) est sans pente, ((f1, . . . , fp), carF) est sans éclatement en codimen-
sion 0 et nous avons rappelé l’existence d’images directes locales R(fε,η(α))∗F dont la variété
caractéristique est majorée par :

(fε,η(α))π(tf ′ε,η(α))
−1carF.

Il résulte de la proposition 8 que le sous-espace (fε,η(α))π(tf ′ε,η(ε))
−1carF est réunion de conor-

maux à des intersections d’hyperplans de coodonnées de Cp. Il résulte alors de la proposition
11 :

Proposition 13. Si ((f1, . . . , fp), carF) est sans pente, les images directes locales R(fε,η(α))∗F
sont constuctibles et leurs variétés caractéristiques sont réunion de conormaux à des intersections
d’hyperplans de coodonnées de Cp.

Les groupes de cohomologie de R(fε,η(α))∗F sont alors localement constants sur les strates de
la stratification induite par les intersections des hyperplans de coordonnées de Cp. Le complexe
de faisceaux AΨfF est alors la généralisation naturelle pour un morphisme sans pente du foncteur
des cycles évanescents défini par P. Deligne dans [D].

Définition 9. Si ((f1, . . . , fp), carF) est sans pente, nous appelons AΨf (F) le complexe des
cycles évanescents de F par f et le notons Ψf (F).

Théorème 4. Soit F ∈ Db
c(CX), si ((f1, . . . , fp), carF) est sans pente, nous avons :

(1) ΨfF ∈ Db
c(CX∩f−1(0)) et car ΨfF ⊂

⋃
α∈AW

]
f1,...,fp,Zα

∩f−1(0), où (T ∗ZαX)α∈A décrit

les composantes irréductibles de carF sur lesquelles F est non identiquement nulle.

(2) Pour tout r compris entre 1 et p, les morphismes canoniques :

Ψ(f1,...,fp)F −→ Ψ(f1,...,fr)( Ψ(fr+1,...,fp)F )

sont des isomorphismes.

Lemme 2. Si ((f1, . . . , fp), carF) est sans pente, soit le réel positif ε0 et la fonction η associés
aux images directes locales de F par f . Alors :

– Pour tout 0 < ε ≤ ε0 :

(i−1F)0 ' RΓ(Bε,η(ε) ∩ f−1(0),F).

– Pour tout 0 < ε ≤ ε0, t = (t1, . . . , tp) ∈ D∗η(ε) = Dη(ε) − {t1 . . . tp = 0} :

(ΨfF)0 ' RΓ(Bε,η(ε) ∩ f−1(t),F).

On rappelle que i désigne l’inclusion de f−1(0) dans X et Bε,η(ε) désigne Bε ∩ f−1(Dη(ε)).
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Preuve du lemme : Nous avons le diagramme commutatif suivant :

RΓ(Bε,η(ε),F)
jε−→ RΓ(Bε,η(ε) ∩ f−1(0),F)

1 ↓ ↓ 3

RΓ(Dη(ε), Rf∗ F|Bε)
2−→ (Rf∗ F|Bε)0.

La flêche verticale 1 est un isomorphisme depuis que l’image directe d’un faisceau flasque est
flasque. La flêche horizontale 2 est un isomorphisme par constructibilité de Rf∗(F|Bε,η(ε)) re-

lativement au croisement normal de Dη(ε). La flêche verticale 3 est un isomorphisme, car la

restriction de f à Bε est propre. Il en résulte que jε est un isomorphisme.

On a d’autre part, pour tout 0 < ε′ ≤ ε ≤ ε0, le diagramme commutatif :

RΓ(Bε,η(ε),F)
jε (iso)−→ RΓ(Bε,η(ε) ∩ f−1(0),F)

rε′,ε ↓ ↓ 4

RΓ(Bε′,η(ε′),F)
jε′ (iso)−→ RΓ(Bε′,η(ε′) ∩ f−1(0),F)

↓ ↓
(i−1F)0 = (i−1F)0.

La flêche 4 est un isomorphisme, car : R(f ε,η(ε′))∗F = R(f ε′,η(ε′))∗F (voir proposition 11).

La première partie du lemme s’en déduit, puisque les Bε,η(ε) forment un système fondamental
de voisinages de l’origine.

Montrons la deuxième partie du lemme. Reprenons pour cela le diagramme des cycles évanescents
de f en restriction à Bε,η(ε′) :

Bε,η(ε′) ∩ f−1(0)
i−→ Bε,η(ε′)

j←− B
∗
ε,η(ε′) = Bε,η(ε′) − F−1(0)

p←− B̃ε,η(ε′)

↓ ↓ f ε,η(ε′) ↓ f∗ε,η(ε′) ↓ f̃ε,η(ε′)

{0} i−→ Dη(ε′)
j←− D∗η(ε′) = Dη(ε′) − {t1 . . . tp = 0} p←− D̃η(ε′)

où D̃η(ε′) est le revêtement universel de D∗η(ε′). L’application p étant un revêtement :

p−1R(f∗ε,η(ε′))∗F = R(f̃ε,η(ε′))∗(p
−1F).

Pour tout w̃ ∈ D̃η(ε′) et w = p(w̃), l’égalité des fibres donnent :

RΓ(Bε,η(ε′) ∩ f−1(w),F) = RΓ(B̃ε,η(ε′) ∩ f̃−1(w), p−1F).

D’autre part, comme R(f ε,η(ε′))∗F est constructible relativement au croisement normal de Dη(ε′),

R(f∗ε,η(ε′))∗F est à cohomologie localement constante. Ainsi, R(f̃ε,η(ε′))∗(p
−1F) est à cohomo-

logie localement constante sur D̃η(ε′), donc constante, car D̃η(ε′) est isomorphe à Cp.

On obtient, pour tout 0 < ε′ ≤ ε ≤ ε0 et w ∈ D̃η(ε′) le diagramme commutatif :

RΓ(D̃η(ε′), R(f̃ε,η(ε′))∗(p
−1F))

'−→ R(f̃ε,η(ε′))∗(p
−1F)w̃ = R(f ε,η(ε′))∗(p

−1F)w
↓ ↓ 5

RΓ(B̃ε,η(ε), p
−1F)

'−→ RΓ(Bε ∩ f−1(w),F)
↓ ↓ 6

RΓ(B̃ε′,η(ε′), p
−1F)

'−→ RΓ(Bε′ ∩ f−1(w),F).
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La flêche 5 est un isomorphisme, puisque f ε,η(ε′) est propre. La flêche 6 est un isomorphisme

puisque R(f ε,η(ε′))∗F = R(f ε′,η(ε′))∗F .

Par définition du foncteur Ψf :

(Ψ(f1,...,fp)F)0 = lim
→
ε

RΓ(B̃ε,η(ε), p
−1F).

On obtient donc pour tout 0 < ε′ ≤ ε ≤ ε0 et w ∈ D̃η(ε′) :

(Ψ(f1,...,fp)F)0 = RΓ(Bε ∩ f−1(w),F).

ce qui démontre la deuxième partie du lemme.

Preuve du théorème : Nous procédons par récurrence sur p. Posons f ′ = (f1, . . . , fr) et
f ′′ = (fr+1, . . . , fp).

Pour p = 1, ΨfF est le complexe des cycles évanescents de P. Deligne [D]. Ce complexe
est constructible (voir par exemple [K-S] proposition 8.6.3.), sa variété caratéristique (voir [G]
théorème 5.5) est : ⋃

α∈A
W ]
f,Zα
∩ f−1(0),

où (T ∗ZαX)α∈A décrit les composantes irréductibles de carF non identiquement nulles sur F .

Supposons p > 1. Par hypothèse de récurrence, Ψ(fr+1,...,fp)F est à cohomologie constructible

et sa variété caractéristique est contenue dans la réunion des W ]
f ′′,Zα

(0) où T ∗ZαX est une compo-

sante irréductible de carF non identiquement nulles sur F ′′. D’après la proposition 5, si T ∗ZY est

une composante irréductible de W ]
f ′′,Zα

(0) et que Z est non identiquement nul sur F ′ = f1 . . . fr,

alors f ′|Z est sans pente. Il en résulte que (f ′, car Ψf ′′F) est sans pente.

Posons :
– D′η = {t = (t1, . . . , tr) ∈ Cr ; | ti |< η} ,
– D′′η = {t = (tr+1, . . . , tp) ∈ Cp−r ; | ti |< η} ,
– D′∗η = D′η − {t1 . . . tr = 0} et D′′∗η = D′′η − {tr+1 . . . tp = 0}.

Quitte à les diminuer, on peut supposer que ε0 et les fonctions η associés aux images directes
locales de Ψf ′′(F) par f ′ et de F par f cöıncident. D’après le lemme 2, pour tout 0 < α < ε0 et
tout w′ ∈ D′∗η(α) :

(Ψf ′(Ψf ′′F))0 = RΓ(Bα ∩ f ′−1(w′),Ψf ′′F).

Nous allons donc calculer : RΓ(Bα ∩ f ′−1(w′),Ψf ′′F). Fixons w′ ∈ D′∗η(α) et considérons β et

γ tel que :

0 < α < β ≤ ε0 et 0 < γ < η(β)−max {| w′1 | . . . | w′r |= γ(β)}.

Posons :

Dη(β),γ,w′ =

{
t ∈ Cp ;

(
| ti − w′i |< γ pour i ∈ {1, . . . , r}
| tj |< η(β) pour j ∈ {r + 1, . . . , p}

}
.

Tβ,γ,w′ = {x ∈ Bβ ; f(x) ∈ Dη(β),γ,w′}.
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Considérons le diagramme :

Tβ,γ,w′
fβ,γ,w′−→ Dη(β),γ,w′

π′′−→ D′′η(β)

|| ||

Tβ,γ,w′
f ′′β,γ,w′−→ D′′η(β),

où fβ,γ,w′ et f ′′β,γ,w′ désignent les restrictions de f et f ′′ et où π′′ désigne la projection
(t′, t′′) 7→ t′′.

Le complexe R(fβ,γ,w′)∗F est à cohomologie constructible relativement au croisement normal

de Dη(β),γ,w′ . Il en résulte que R(f ′′β,γ,w′)∗F qui est égal à R(π′′)∗R(fβ,γ,w′)∗F est à cohomo-
logie constructible relativement à ce même croisement normal.

Reprenons une partie du diagramme des cycles évanescents de f ′′ :

Tβ,γ,w′ ←− T ∗β,γ,w′
p′′←− T̃β,γ,w′

↓ ↓ f ′′β,γ,w′ ↓ f̃ ′′β,γ,w′
D′′η(β) ←− D′′‘∗η(β)

p′′←− D̃′′η(β),

où T ∗β,γ,w′ = Tβ,γ,w′ − {fr+1 . . . fp = 0}. L’application p étant un revêtement :

R(f̃ ′′β,γ,w′)∗(p
′′−1F) = p′′−1(R(f ′′β,γ,w′)∗F)

est à cohomologie localement constante sur D̃′′η(β). Pour tout w̃′′ ∈ D̃′′η(α), si w′′ = p′′(w̃′′), on a

les isomorphismes :

RΓ(T̃β,γ,w′ , p
′′−1F)) ' RΓ(D̃′′η(β), R(f̃ ′′β,γ,w′)∗(p

′′−1F)

' R(f̃ ′′β,γ,w′)∗(p
′′−1F)w̃′′

' R(f ′′β,γ,w′)∗F)w′′

' RΓ(∩ri=1{| ti − w′i |< γ} ∩pi=r+1 {ti = w′′i }, R(fβ,γ,w′)∗F))

.

Par constructibilité de R(fβ,γ,w′)∗F) relativement au croisement normal de Dη(β),γ,w′ , nous
obtenons :

RΓ(T̃β,γ,w′ , p
′′−1F) ' RΓ(∩ri=1{ti = w′i} ∩

p
i=r+1 {ti = w′′i }, R(fβ,γ,w′)∗F))

' RΓ(Bβ ∩ f−1(w′, w′′),F).

Ainsi pour tout β tel que 0 < α < β < ε0 et tout (w′, w′′) ∈ D∗η(α) :

RΓ(T̃β,γ,w′ , p
′′−1F) ' RΓ(Bβ ∩ f−1(w′, w′′),F)

qui sont de plus indépendants de β.

Comme la restriction de f à Bα est propre, les Tβ,γ,w′ forment un système fondamental de

voisinage de Bα ∩ f ′−1(w′) ∩ f ′′−1(0). Ainsi :

(Ψf ′(Ψf ′′F))0 ' RΓ(Bα ∩ f ′−1(w′),Ψf ′′F)

' lim
→
β,γ

RΓ(T̃β,γ,w′ , p
′′−1F)

' RΓ(Bβ ∩ f−1(w′, w′′),F)
' (Ψ(f1,...,fp)F)0.
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On obtient enfin, par récurrence, la majoration de la variété caractéristique de Ψf (F) à l’aide
de la proposition 7.

Théorème 5. Si ((f1, . . . , fp), carF) est sans pente, les isomorphismes canoniques :

i′−1(Ψf ′′F) −→ Ψf ′′(i
′−1F)

sont des isomorphismes de Db
c(CX). De plus,

car (i′−1Ψf ′′F) ⊂
⋃
α∈A

W ]
f1,...,fp,Zα

∩ f−1(0),

où (T ∗ZαX)α∈A décrit les composantes irréductibles de carF sur lesquelles F ′′ est non identique-
ment nulle.

Preuve du théorème : La constructibilité étant conservée par image inverse, il résulte du
théorème 4 que les complexes i′−1(Ψf ′′F) et Ψf ′′(i

′−1F) sont à cohomologie constructible. Soit
G ∈ Db

c(CX), il résulte du corollaire 6.4.4 , de la proposition 6.2.4 et du lemme 6.2.1 de [K-S]
que :

car (i′−1(G)) ⊂ ∪W ]
f ′,Zα

(0),

où T ∗ZαX décrit les composantes irréductibles de carG. La majoration attendue résulte alors de
celle du théorème 4 et de la proposition 7. On peut aussi par récurrence traiter le cas où le but
de f ′ est de dimension 1 et utiliser le calcul de la variété caractéristique de la restriction à une
hypersurface donnée dans [G] ou [B-M-M4].

Il nous reste à montrer que i′−1 et Ψf ′′ commutent. Cette preuve est identique à celle du
théoréme 4. On peut supposer que ε0 et les fonctions η associées aux images directes locales de
Ψf ′′F par f ′ et de F par f cöıncident.

D’après le lemme 2, pour tout 0 < α < ε0 :

(i′−1Ψf ′′F)0 = RΓ(Bα ∩ f ′−1(0),Ψf ′′F).

Nous allons donc calculer : RΓ(Bα ∩ f ′−1(0),Ψf ′′F). Pour tout β tel que 0 < α < β ≤ ε0 et
0 < γ < η(β), posons :

Dη(β),γ =

{
t ∈ Cp ;

[
| ti |< γ pour i ∈ {1, . . . , r}
| tj |< η(β) pour j ∈ {r + 1, . . . , p}

}
.

Tβ,γ = {x ∈ Bβ ; f(x) ∈ Dη(β),γ}.
Considérons le diagramme :

Tβ,γ
fβ,γ−→ Dη(β),γ

π′′−→ D′′η(β)

|| ||

Tβ,γ
f ′′β,γ−→ D′′η(β),

où fβ,γ et f ′′β,γ désignent les restritions de f et f ′′.

Le complexe R(fβ,γ)∗F est à cohomologie constructible relativement au croisement normal

de Dη(β),γ . Il en résulte que R(f ′′β,γ)∗F qui est égal à R(π′′)∗R(fβ,γ)∗F est à cohomologie
constructible relativement au croisement normal de D′′η(β).
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Reprenons une partie du diagramme des cycles évanescents de f ′′ :

Tβ,γ ←− T ∗β,γ
p′′←− T̃β,γ

↓ ↓ f ′′β,γ ↓ f̃ ′′β,γ
D′′η(β) ←− D′′‘∗η(β)

p′′←− D̃′′η(β),

où T ∗β,γ = Tβ,γ − {fr+1 . . . fp = 0}. L’application p étant un revêtement :

R(f̃ ′′β,γ)∗(p
′′−1F) = p′′−1(R(f ′′β,γ)∗F)

est à cohomologie localement constante sur D̃′′η(β). Pour tout w̃′′ ∈ D̃′′η(α), si w′′ = p′′(w̃′′), on a

les isomorphismes :

RΓ(T̃β,γ , p
′′−1F) ' RΓ(D̃′′η(β), R(f̃ ′′β,γ)∗(p

′′−1F)

' R(f̃ ′′β,γ)∗(p
′′−1F)w̃′′

' R(f ′′β,γ)∗F)w′′

' RΓ(∩ri=1{| ti |< γ} ∩pi=r+1 {ti = w′′i }, R(fβ,γ,w′)∗F))

Par constructibilité de R(fβ,γ)∗F relativement au croisement normal de Dη(β),γ , nous obtenons :

RΓ(T̃β,γ,w′ , p
′′−1F) ' RΓ(∩ri=1{ti = 0} ∩pi=r+1 {ti = w′′i }, R(fβ,γ,w′)∗F)

' RΓ(Bβ ∩ f−1(0, w′′),F).

Ainsi que pour tout β tel que 0 < α < β < ε0 et tout w′′ ∈ D∗η(α) :

RΓ(T̃β,γ , p
′′−1F) ' RΓ(Bβ ∩ f−1(0, w′′),F)

qui sont de plus indépendants de β.

Comme la restriction de f à Bα est propre, les Tβ,γ forment un système fondamental de

voisinage de Bα ∩ f ′−1(0) ∩ f ′′−1(0). Ainsi :

( i′−1(Ψf ′′F) )0 ' RΓ(Bα ∩ f ′−1(0),Ψf ′′F)

' lim
→
β,γ

RΓ(T̃β,γ , p
′′−1F)

' RΓ(Bβ ∩ f−1(0, w′′),F)
' (Ψf ′′(i

′−1F))0.

Cela montre le résultat attendu.

Proposition 14. Si ((f1, . . . , fp), carF) est sans pente, soit (T ∗YαX)α∈A les composantes irréductibles

de carF non contenues dans F−1(0), alors :

car (ΨfF) =
⋃
α∈A

W ]
f,Yα
∩ f−1(0) =

⋃
α∈A

Wf,Yα ∩ f−1(0) .

Preuve : Comme f|Yα est sans pente pour α ∈ A, on a (voir remarque 2) :

W ]
f1,...,fp,Yα

∩ f−1(0) = Wf1,...,fp,Yα ∩ f−1(0).

Cela montre la dernière égalité dans la proposition. Pour le reste procédons par récurrence sur
p.
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Pour p = 1, soit Σ1 les projections des composantes irréductibles T ∗YX de carF non contenues
dans f1 = 0. Suivant [G] théorème 5.5 :

car (Ψf1(F)) =
⋃
Y ∈Σ1

W ]
f1,Y
∩ f−1

1 (0).

C’est exactement la proposition pour p = 1.

Pour Y ∈ Σ1, soit Σ′Y les projections des composantes irréductibles T ∗ZX de W ]
f1,Y
∩ f−1

1 (0)

non contenues dans f2 . . . fp = 0. Comme ΨfF = Ψf2,...,fp(Ψf1F), par hypothèse de récurrence :

car (ΨfF) =
⋃
Y ∈Σ1

⋃
Z∈Σ′Y

W ]
f2,...,fp,Z

∩ (f2 = · · · = fp = 0).

Comme Y ⊂ (f2 . . . fp = 0) implique W ]
f1,Y
⊂ (f2 . . . fp = 0), on a encore :

car (ΨfF) =
⋃
Y ∈Σ′1

⋃
Z∈Σ′Y

W ]
f2,...,fp,Z

∩ (f2 = · · · = fp = 0),

oú Σ′1 désignent l’ensemble des projections des composantes irréductibles de carF non contenues
dans F = 0.

La proposition résultera alors du lemme suivant :

Lemme 3. Soit Y non contenue dans F = 0 et Σ′Y les projections des composantes irréductibles

de W ]
f1,Y
∩ f−1

1 (0) non contenues dans f2 . . . fp = 0. Supposons f|Y sans pente, alors :

W ]
f,Y ∩ f

−1
1 (0) =

⋃
Z∈Σ′Y

W ]
f2,...,fp,Z

⊂ T ∗X ×Cp−1.

L’identification faite dans ce lemme est justifiée par le fait que sous l’hypothèse sans pente

W ]
f,Y ∩ f

−1
1 (0) est contenue dans s1 = 0 (voir remarque 1).

Preuve du lemme : On rappelle de plus que sous l’hypothèse sans pente (voir remarque 1)

les composantes irréductibles de W ]
f,Y ∩ f

−1
1 (0) (qui sont de dimension n + p − 1) ne sont pas

contenues dans l’hypersurface f2 . . . fp = 0. Il en résulte :

W ]
f,Y ∩ f

−1
1 (0) = W ]

f,Y ∩ f
−1
1 (0) ∩ (f2 . . . fp 6= 0).

Si (x, ξ, 0, s2, . . . , sp) ∈W ]
f,Y ∩ f

−1
1 (0) ∩ (f2 . . . fp 6= 0), il est limite de points :

(xn, ξn + s1(n)
df1(xn)

f1(xn)
+

p∑
j=2

sj(n)
dfj(xn)

fj(xn)
, s1(n), . . . , sp(n)).

Le point (xn,

p∑
j=2

sj(n)
dfj(xn)

fj(xn)
, s2(n), . . . , sp(n)) tend vers

(x,

p∑
j=2

sj
dfj(x)

fj(x)
, s2, . . . , sp).

Il en résulte que le point (xn, ξn + s1(n)
df1(xn)

f1(xn)
, s1(n)) tend vers une limite :

(x, α, 0) ∈W ]
f1,Y
∩ f−1

1 (0) ∩ (f2 . . . fp 6= 0) .
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Cela montre l’inclusion :

W ]
f,Y ∩ f

−1
1 (0) ⊂

⋃
Z∈Σ′Y

W ]
f2,...,fp,Z

.

Inversement, si (x, ξ, s2, . . . , sp) ∈W ]
f2,...,fp,Z

pour un Z ∈ Σ′Y , ce point est limite de

(xn, ηn +

p∑
j=2

sj(n)
dfj(xn)

fj(xn)
, s2(n), . . . , sp(n)) ,

où (xn, ηn) ∈ T ∗ZX. Chaque (xn, ηn, 0) est alors limite de

(xn,m, ηn,m + s1(n,m)
df1(xn,m)

f1(xn,m)
, s1(n,m),

où (xn,m, ηn,m) ∈ T ∗YX. Il en résulte :

(x, ξ, s2, . . . , sp) ∈W ]
f,Y ∩ f

−1
1 (0).

Remarque 5. Soit F ∈ Db
c(CX) de variété caratéristique

⋃
T ∗YX. Désignons par j l’inclusion

ouverte j : F 6= 0 → X. Si f|Y est sans pente pour les Y non contenues dans F−1(0), alors le

couple (f, car j!j
−1F) est sans pente pour j!j

−1F .

Preuve : En effet (voir [G]) :

car j!j
−1F =

⋃
F|Y 6=0

W ]
F,Y ∩ F

−1(0).

Il reste à utiliser la proposition 6. Cette remarque est l’analogue géométrique de l’équivalence
entre les propriétés 1 et 2 du corollaire 2.

Cette remarque est utile puisque pour tout f : ΨfF = Ψf (j!j
−1F).

4.3. Restriction non caractéristique et morphisme sans pente.

4.3.1. Restriction non caractéristique. Considérons X un voisinage de l’origine dans Cn et Y un
germe de sous-espace analytique de X. Soit g = (g1, . . . , gp) : X → Cp une submersion. Nous
dirons que g est à fibres non caractéristiques pour T ∗YX si

T ∗YX ∩ T ∗g−1(0)X ⊂ T
∗
XX.

Cela implique pour t ∈ Cp voisin de l’origine :

T ∗YX ∩ T ∗g−1(t)X ⊂ T
∗
XX.

On notera également que, sous cette hypothèse, les gi sont non identiquement nulles sur Y .
Si A et B désignent deux sous-ensembles de T ∗X, rappelons la notation :

A+B = {(x, a+ b) ; (x, a) ∈ A et (x, b) ∈ B}.

Lemme 4. Si g : Cn → Cp est une submersion à fibres non caractéristiques pour T ∗YX, nous
avons :

(1) gπ(tg′)−1(T ∗YX) ⊂ T ∗CpCp,

(2) Wg,Y

⋂
g−1(0) = T ∗YX + T ∗g−1(0)X (qui est donc sous-variété lagrangienne de T ∗X).
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Preuve du lemme : Comme le covecteur
∑p
i=1 ηidgi(x) est conormal aux fibres de g, le premier

point résulte du fait que sous nos hypothèses, la relation :

p∑
i=1

ηidgi(x) ∈ T ∗YX =⇒ η1 = · · · = ηp = 0.

Suivant [K-S] lemme 5.4.7 et corollaire 8.3.18, l’hypothèse non caractéristique implique que
T ∗YX + T ∗g−1(0)X est un sous-ensemble analytique lagrangien fermé de T ∗X.

Il reste à montrer que Wg,Y

⋂
g−1(0) = T ∗YX + T ∗g−1(0)X.

T ∗YX + T ∗g−1(0)X = {(x, ξ +

p∑
i=1

ηidgi(x)) ; (x, ξ) ∈ T ∗YX et g(x) = 0}.

De la définition de Wg,Y , il résulte :

T ∗YX + T ∗g−1(0)X ⊂Wg,Y ∩ g−1(0).

Nous avons puisque g est une submersion :

Wg = {(x,
p∑
i=1

ηidgi(x)) ; x ∈ X et (η1, . . . ηp) ∈ Cp} ⊂ T ∗X.

Il résulte de l’hypothèse non caractéristique que l’intersection de Wg et de T ∗YX est contenue
dans la section nulle de X. Suivant [K-S] lemme 5.4.7 T ∗YX+Wg est un sous-ensemble analytique
fermé de T ∗X. Il en résulte :

Wg,Y ⊂ T ∗YX +Wg.

D’où, l’inclusion qui manque, puisque T ∗g−1(0)X = Wg ∩ g−1(0).

Il résulte des lemmes 4 et 2, des propositions 11 et 14 la proposition suivante :

Proposition 15. Soit F ∈ Db
c(CX) et g : Cn → Cp une submersion à fibres non caractéristiques

pour toute composante de la variété caractéristique de F . Alors, nous avons :
– Le couple (g,CarF) est sans pente.
– Les images directes locales Rg∗F sont à cohomologie localement constante.
– Le morphime canonique i−1F → ΨgF est un isomorphisme.
– Car (i−1F) = Car (ΨgF) = CarF + T ∗g−1(0)X.

4.3.2. Restriction non caractéristique d’un morphisme sans pente. Considérons X un voisinage
de l’origine dans Cn et Y un germe de sous-espaces analytique de X. On considère une submer-
sion g = (g1, . . . , gr) : Cn → Cr et f = (fr+1, . . . , fp) : Cn → Cp−r. On note (g, f) l’application :

(g, f) : Cn −→ Cp : x 7→ (g(x), f(x)).

Lemme 5. On suppose que f|Y est sans pente et que la submersion g est à fibres non ca-

ractéristiques pour Wf,Y ∩ f−1(0). Alors :

(1) Au voisinage de (g, f)−1(0), le sous-espace (g, f)π(t(g, f)′)−1(T ∗YX) s’identifie au croi-
sement normal TCrC

r × fπ(tf ′)−1(T ∗YX) de Cp.

(2) W(g,f),Y ∩ (g, f)−1(0) = (Wf,Y ∩ f−1(0)) + T ∗g−1(0)X.

(3) (g, f)|Y : Y → Cp est sans pente.
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Preuve du lemme : Supposons
∑r
i=1 λidgi(x) +

∑p
i=r+1 λidfi(x) ∈ T ∗YX. Cela implique au

voisinage de (g, f)−1(0) que λi = 0 pour i ∈ {1, . . . , r}. On obtiendrait sinon un covecteur
non nul dans Wf,Y ∩ f−1(0) ∩ T ∗g−1(0)X ce qui contredirait l’hypothèse que g est à fibres non

caractéristiques. Il en résulte :
∑p
i=r+1 λidfi(x) ∈ T ∗YX et donc (x, λr+1, . . . , λp) appartient à

fπ(tf ′)−1(T ∗YX). Cela établit le point 1 de la proposition.

Soit (x, ξ) ∈Wf,Y ∩ f−1(0) + T ∗g−1(0)X, il s’écrit :

(x, ξ) = (x, α+

r∑
i=1

λidgi(x)) où (x, α) ∈Wf,Y et g(x) = f(x) = 0.

Le point (x, α) est donc limite de (xn, βn+
∑p
i=r+1 λi(n)dfi(xn)) où (xn, βn) ∈ T ∗YX. Il en résulte

que (x, ξ) est limite de la suite :

(xn, βn +

r∑
i=1

λidgi(xn)) +

p∑
i=r+1

λi(n)dfi(xn)).

Ainsi, (x, ξ) ∈W(g,f),Y ∩ (g, f)−1(0).

Inversement, supposons (x, ξ) ∈W(g,f),Y ∩ (g, f)−1(0). Le point (x, ξ) est alors limite de

(xn, βn +

r∑
i=1

λidgi(xn)) +

p∑
i=r+1

λi(n)dfi(xn)),

où (xn, βn) ∈ T ∗YX. Or, par hypothèse, au vosinage de (g, f)−1(0) :

Wg ∩Wf,Y ⊂ T ∗XX.

Il en résulte Wg +Wf,Y fermé et (x, ξ) ∈Wg +Wf,Y . D’où :

(x, ξ) ∈ (Wf,Y ∩ f−1(0)) + T ∗g−1(0)X.

Ainsi, on obtient l’égalité attendue au point 2.

Enfin, (Wf,Y ∩ f−1(0)) ∩ T ∗g−1(0)X est par hypothèse contenue dans la section nulle de T ∗X.

Ces deux variétés étant lagrangiennes coniques, il en résulte que (Wf,Y ∩ f−1(0)) +T ∗g−1(0)X est

elle même lagrangienne conique. La troisième assertion résulte alors des deux premières.

Nous déduisons de ce lemme :

Proposition 16. Soit F ∈ Db
c(CX) et ∪α∈AT ∗YαX sa variété caractéristique. Notons Iα = {i ∈

{r + 1, . . . , p} ; fi|Yα 6= 0} et fα = (fj)j∈α . Supposons que le couple (f,CarF) soit sans pente

et et que la submersion g soit à fibres non caractéristiques pour les Wfα,Yα ∩ f−1
α (0), alors :

– ((g, f),CarF) est sans pente.
– Les images directes locales R(g, f)∗F sont à cohomologie constructible relativement au croi-

sement normal TCrC
r × fπ(tf ′)−1(carF ).

– Si i désigne l’inclusion de g−1(0) dans X, nous avons les isomorphismes canoniques :

Ψf (i−1F) ' i−1(ΨfF) ' Ψg,f (F).

– car Ψg,fF) = ∪Yβ∈B(Wf,Yβ ∩ g−1(0)) + T ∗g−1(0)X , où Yβ décrit les projections des compo-

santes de carF non identiquement nulles sur le produit F = fr+1 . . . fp.
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Si dans la proposition, nous supposons seulement que la submersion g est à fibres non ca-
ractéristiques sur les Wf,Y ∩ f−1(0) où T ∗YX est une composante de carF sur laquelle F est non
identiquement nulle, alors j!j

−1F vérifie les hypothèses de la propoposition. En particulier, nous
aurons toujours :

Ψf (i−1F) ' i−1Ψf (F) ' Ψg,f (F).

Dans nos articles [M-T2] et [D-M-S-T], nous avions étudié cette situation d’un point de vue
algébrique lorque f est constituée d’une seule fonction (p − r = 1). La proposition 16 apporte
un complément géométrique à cette étude.
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Modules différentiels, Publications of R.I.M.S., Kyoto University, vol 34 (1998) 123-134. DOI :

10.2977/prims/1195144757
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ON A SINGULAR VARIETY ASSOCIATED TO A POLYNOMIAL MAPPING

NGUYEN THI BICH THUY, ANNA VALETTE, AND GUILLAUME VALETTE

Abstract. In the paper, “Geometry of polynomial mapping at infinity via intersection ho-

mology”, the second and third authors associated to a given polynomial mapping F : C2 → C2

with nonvanishing Jacobian a variety whose homology or intersection homology describes the

geometry of singularities at infinity of the mapping. We generalize that result.

1. INTRODUCTION

In 1939, O. H. Keller [9] stated the famous Jacobian conjecture: any polynomial mapping

F : Cn → Cn with nowhere vanishing Jacobian is a polynomial automorphism. The problem

remains open today even for dimension 2. We call the smallest set SF such that the mapping

F : X\F−1(SF )→ Y \SF is proper, the asymptotic set of F . The Jacobian conjecture reduces to

show that the asymptotic set of a complex polynomial mapping with nonzero constant Jacobian

is empty. So the set of points at which a polynomial mapping fails to be proper plays an

important role.

The second and third authors gave in [14] a new approach to study the Jacobian conjecture

in the case of dimension 2: they constructed a real pseudomanifold denoted NF ⊂ Rν , where

ν > 2n, associated to a given polynomial mapping F : Cn → Cn, such that the singular part of

the variety NF is contained in (SF ×K0(F ))×{0Rν−2n} where K0(F ) is the set of critical values

of F . In the case of dimension 2, the homology or intersection homology of NF describes the

geometry of the singularities at infinity of the mapping F .

Our aim is to improve this result in the general case of dimension n > 2 and compute the

intersection homology of the associated pseudomanifold NF . Let F̂i be the leading forms of the

components Fi of the polynomial mapping F = (F1, . . . , Fn) : Cn → Cn. We show (Theorem

4.5) that if the polynomial mapping F : Cn → Cn has nowhere vanishing Jacobian and if

rank(DF̂i)i=1,...,n > n− 2, then the condition of properness of F is equivalent to the condition

of vanishing homology or intersection homology of NF . Moreover, it is indeed more precise

to compute intersection homology rather than homology. In order to compute the intersection

homology of the variety NF , we show that it admits a stratification which is locally topologically

trivial along the strata. The main feature of intersection homology is to satisfy Poincaré duality

that is more interesting in the case where the stratification has no stratum of odd real dimension.

We show that the variety NF admits a Whitney stratification with only even dimensional strata.

It is well known that Whitney stratification are locally topologically trivial along the strata.
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2. PRELIMINARIES AND BASIC DEFINITION

In this section we set-up our framework. All the considered sets in this article are semi-

algebraic.

2.1. Notations and conventions. Given a topological space X, singular simplices of X will

be semi-algebraic continuous mappings σ : Ti → X, where Ti is the standard i-simplex in Ri+1.

Given a subset X of Rn we denote by Ci(X) the group of i-dimensional singular chains (linear

combinations of singular simplices with coefficients in R); if c is an element of Ci(X), we denote

by |c| its support. By Reg(X) and Sing(X) we denote respectively the regular and singular

locus of the set X. Given X ⊂ Rn, X will stand for the topological closure of X. Given a point

x ∈ Rn and α > 0, we write B(x, α) for the ball of radius α centered at x and S(x, α) for the

corresponding sphere, boundary of B(x, α).

2.2. Intersection homology. We briefly recall the definition of intersection homology; for

details, we refer to the fundamental work of M. Goresky and R. MacPherson [3] (see also [2]).

Definition 2.1. Let X be a m-dimensional semi-algebraic set. A semi-algebraic stratifica-

tion of X is the data of a finite semi-algebraic filtration

(2.2) X = Xm ⊃ Xm−1 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅

such that for every i, the set Si = Xi \ Xi−1 is either empty or a topological manifold of

dimension i. A connected component of Si is called a stratum of X.

Definition 2.3 ([16]). One says that the Whitney (b) condition is realized for a stratification

if for each pair of strata (S, S′) and for any y ∈ S one has: Let {xn} be a sequence of points in

S′ with limit y and let {yn} be a sequence of points in S tending to y, assume that the sequence

of tangent spaces {TxnS′} admits a limit T for n tending to +∞ (in a suitable Grassmanian

manifold) and that the sequence of directions xnyn admits a limit λ for n tending to +∞ (in

the corresponding projective manifold), then λ ∈ T .

We denote by cL the open cone on the space L, the cone on the empty set being a point.

Observe that if L is a stratified set then cL is stratified by the cones over the strata of L and a

0-dimensional stratum (the vertex of the cone).
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Definition 2.4. A stratification of X is said to be locally topologically trivial if for every

x ∈ Xi \ Xi−1, i ≥ 0, there is an open neighborhood Ux of x in X, a stratified set L and a

semi-algebraic homeomorphism

h : Ux → (0; 1)i × cL,

such that h maps the strata of Ux (induced stratification) onto the strata of (0; 1)i×cL (product

stratification).

We will use the following definition of a semi-algebraic pseudomanifold :

Definition 2.5. A (semi-algebraic) pseudomanifold in Rn is a subset X ⊂ Rn whose

singular locus is of codimension at least 2 in X and whose regular locus is dense in X.

A stratified pseudomanifold (of dimension m) is the data of an m-dimensional pseudo-

manifold X together with a semi-algebraic filtration:

X = Xm ⊃ Xm−1 ⊃ Xm−2 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅,

which constitutes a locally topologically trivial stratification of X.

Definition 2.6. A stratified pseudomanifold with boundary is a semi-algebraic couple

(X, ∂X) together with a semi-algebraic filtration

X = Xm ⊃ Xm−1 ⊃ Xm−2 ⊃ · · · ⊃ X0 ⊃ X−1 = ∅,

such that:

(1) X \ ∂X is an m-dimensional stratified pseudomanifold (with the filtration Xj \ ∂X),

(2) ∂X is a stratified pseudomanifold (with the filtration X ′j := Xj+1 ∩ ∂X),

(3) ∂X has a stratified collared neighborhood: there exist a neighborhood U of ∂X in

X and a semi-algebraic homeomorphism φ : ∂X × [0, 1]→ U such that

φ(X ′j−1 × [0, 1]) = U ∩Xj and φ(∂X × {0}) = ∂X.

Definition 2.7. A perversity is an (m − 1)-uple of integers p̄ = (p2, p3, . . . , pm) such that

p2 = 0 and pk+1 ∈ {pk, pk + 1}.
Traditionally we denote the zero perversity by 0 = (0, . . . , 0), the maximal perversity by

t = (0, 1, . . . ,m − 2), and the middle perversities by m = (0, 0, 1, 1, . . . , [m−2
2 ]) (lower middle)

and n = (0, 1, 1, 2, 2, . . . , [m−1
2 ]) (upper middle). We say that the perversities p and q are

complementary if p+ q = t.

Given a stratified pseudomanifold X, we say that a semi-algebraic subset Y ⊂ X is (p̄, i)-

allowable if dim(Y ∩Xm−k) ≤ i− k + pk for all k ≥ 2.

In particular, a subset Y ⊂ X is (t, i)-allowable if dim(Y ∩ Sing(X)) < i− 1.

Define ICpi (X) to be the R-vector subspace of Ci(X) consisting of those chains ξ such that

|ξ| is (p, i)-allowable and |∂ξ| is (p, i− 1)-allowable.

Definition 2.8. The ith intersection homology group with perversity p, denoted by

IHp
i (X), is the ith homology group of the chain complex ICp∗ (X).
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Goresky and MacPherson proved that these groups are independent of the choice of the

stratification and are finitely generated [3, 4].

Theorem 2.9 (Goresky, MacPherson [3]). For any orientable compact stratified semi-algebraic

m-dimensional pseudomanifold X, generalized Poincaré duality holds:

(2.9) IHp
k (X) ' IHq

m−k(X),

where p and q are complementary perversities.

In the non-compact case the above isomorphism holds for Borel-Moore homology:

(2.9) IHp
k (X) ' IHq

m−k,BM (X),

where IH∗,BM denotes the intersection homology with respect to Borel-Moore chains [4, 2]. A

relative version is also true in the case where X has boundary.

Proposition 2.10 (Topological invariance, [3, 4]). Let X be a locally compact stratified pseudo-

manifold and p a perversity, then the intersection homology groups IHp
∗ (X) and IHp

∗,BM (X) do

not depend on the stratification of X.

2.3. L∞ cohomology. Let M ⊂ Rn be a smooth submanifold.

Definition 2.11. We say that a differential form ω on M is L∞ if there exists a constant K

such that for any x ∈M :

|ω(x)| ≤ K.

We denote by Ωj∞(M) the cochain complex constituted by all the j-forms ω such that ω and dω

are both L∞. The cohomology groups of this cochain complex are called the L∞-cohomology

groups of M and will be denoted by H∗∞(M).

The third author showed that the L∞ cohomology of the differential forms defined on the

regular part of a pseudomanifold X coincides with the intersection cohomology of X in the

maximal perversity ([15], Theorem 1.2.2):

Theorem 2.12. Let X be a compact subanalytic pseudomanifold (possibly with boundary). Then,

for any j:

Hj
∞(Reg(X)) ' IH t̄

j(X).

Furthermore, the isomorphism is induced by the natural mapping provided by integration on

allowable simplices.
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2.4. The Jelonek set. Let F : Cn → Cn be a polynomial mapping. We denote by SF the set

of points at which the mapping F is not proper, i.e.,

SF = {y ∈ Cn such that ∃{xk} ⊂ Cn, |xk| → ∞, F (xk)→ y},

and call it the asymptotic variety or Jelonek set of F . The geometry of this set was studied

by Jelonek in a series of papers [6, 7, 8]. Jelonek obtained a nice description of this set and gave

an upper bound for its degree. For the details and applications of these results we refer to the

works of Jelonek. In our paper, we will need the following powerful theorems.

Theorem 2.13 ([6]). If F : Cn → Cn is a generically finite polynomial mapping, then SF is

either an (n− 1) pure dimensional C-uniruled algebraic variety or the empty set.

Theorem 2.14 ([6]). If F : X → Y is a dominant polynomial map of smooth affine varieties

of the same dimension then SF is either empty or is a hypersurface.

Here, by a C-uniruled variety X we mean that through any point of X passes a rational

complex curve included in X. In other words, X is C-uniruled if for all x ∈ X there exists a

non-constant polynomial mapping ϕx : C→ X such that ϕx(0) = x.

In the real case, the Jelonek set is an R-uniruled semi-algebraic set but, if nonempty, its

dimension can be any integer between 1 and (n− 1) [8].

3. THE VARIETY NF

The variety NF was constructed by the second and third authors in [14]. Let us recall briefly

this construction.

3.1. Construction of the variety NF ([14]). We will consider polynomial mappings F : Cn →
Cn as real ones F : R2n → R2n. By Sing(F ) we mean the singular locus of F that is the zero

set of its Jacobian determinant and we denote by K0(F ) the set of critical values of F , i.e., the

set F (Sing(F )).

We denote by ρ the Euclidean Riemannian metric in R2n. We can pull it back in a natural

way:

F ∗ρx(u, v) := ρ(dxF (u), dxF (v)).

Define the Riemannian manifold MF := (R2n \ Sing(F );F ∗ρ) and observe that the mapping F

induces a local isometry near any point of MF .

Lemma 3.1 ([14]). There exists a finite covering of MF by open semi-algebraic subsets such

that on every element of this covering, the mapping F induces a diffeomorphism onto its image.

Proposition 3.2 ([14]). Let F : Cn → Cn be a polynomial mapping. There exists a real semi-

algebraic pseudomanifold NF ⊂ Rν , for some ν = 2n+ p, where p > 0 such that

Sing(NF ) ⊂ (SF ∪K0(F ))× {0Rp},

and there exists a semi-algebraic bi-Lipschitz mapping

hF : MF → NF \ (SF ∪K0(F ))× {0Rp}
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where NF \ (SF ∪K0(F ))× {0Rp} is equipped with the Riemannian metric induced by Rν .

The variety NF is constructed as follows: let F : Cn → Cn be a polynomial mapping. Thanks

to Lemma 3.1, there exists a covering {U1, . . . , Up} of MF = R2n \ Sing(F ) by open semi-

algebraic subsets (in R2n) such that on every element of this covering, the mapping F induces a

diffeomorphism onto its image. We may find some semi-algebraic closed subsets Vi ⊂ Ui (in MF )

which cover MF as well. Thanks to Mostowski’s Separation Lemma (see Separation Lemma in

[10], page 246), for each i, i = 1, . . . , p, there exists a Nash function ψi : MF → R, such that ψi

is positive on Vi and negative on MF \ Ui. We define

hF := (F,ψ1, . . . , ψp) and NF := hF (MF ).

In order to prove hF is bi-Lipschitz, we do as follows: choose x ∈ MF , then there exists Uj

such that x ∈ Uj and the mapping F|Uj : Uj → R2n is a diffeomorphism onto its image. Define,

for y ∈ F (Uj), the following functions:

(3.3) ψ̃i(y) := ψi ◦ (F|Uj )
−1(y),

for i = 1, . . . , p, and

(3.4) ψ̂(y) := (y, ψ̃1(y), . . . , ψ̃p(y)).

We then have the formula

(3.5) hF (x) = (F (x), ψ̃1(F (x)), . . . , ψ̃p(F (x))) = ψ̂(F (x)).

As the map F : (Uj , F
∗ρ)→ F (Uj) is bi-Lipschitz, it is enough to show that ψ̂ : F (Uj)→ R2n+p

is bi-Lipschitz. This amounts to prove that ψ̃i has bounded derivatives for any i = 1, . . . , p. In

order to prove this, we chose the functions ψi sufficiently small, by using  Lojasiewicz inequality

in the following form:

Proposition 3.6. [1] Let A ⊂ Rn be a closed semi-algebraic set and f : A → R a continuous

semi-algebraic function. There exist c ∈ R, c ≥ 0 and q ∈ N such that for any x ∈ A we have

|f(x)| ≤ c(1 + |x|2)q.

In fact, we can choose the Nash functions ψi sufficiently small by multiplying ψi by a huge

power of 1
1+|x|2 which is a Nash function (see Proposition 2.3 in [14]).

Thanks to  Lojasiewicz inequality, we also can choose the functions ψi such that they tend to

zero at infinity and near Sing(F ). This is the reason why the singular part of NF is contained

in (SF ∪K0(F ))× {0Rp}.
Moreover, the following diagram is commutative:

(3.7) MF

F

""

hF // NF

πF
��

R2n
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where πF is the canonical projection on the first 2n coordinates, and hF is bijective onto its

image NF \ ((SF ∪K0(F ))× {0Rp}).

Remark that the set NF is not unique, it depends on the covering of MF that we choose and

on the choice of the Nash function ψi.

We see that in the complex case, even in the case C2, the real dimension of the variety NF is

greater than 3, so it is difficult to draw the variety NF in this case. The natural question arises

if the variety NF exists in the real case. The answer is yes, but we note that in this case, the

variety NF is not necessarily a pseudomanifold, because in the real case, the real dimension of

the Jelonek set of a polynomial mapping F : Rn → Rn can be n− 1.

Proposition 3.8 ([14], [11]). Let F : Rn → Rn be a polynomial mapping. There exist

a) a real semi-algebraic variety NF ⊂ Rν , for some ν = n+ p where p > 0, such that

Sing(NF ) ⊂ (SF ∪K0(F ))× {0Rp} ⊂ Rn × Rp,

b) a semi-algebraic bi-Lipschitz mapping

hF : MF → NF \ (SF ∪K0(F ))× {0Rp}

where NF \ (SF ∪K0(F ))× {0Rp} is equipped with the Riemannian metric induced by Rν .

In order to understand better the variety NF , we give here an example in the real case.

3.2. Example.

Example 3.9. [11] Let F : R2
(x,y) → R2

(α,β) be the polynomial mapping defined by

F (x, y) = (x, x2y(y + 2)).

Let us construct the variety NF in this case. By an easy computation, we find:

Sing(F ) = {(x, y) ∈ R2
(x,y) : x = 0 or y = −1},

K0(F ) = {(α, β) ∈ R2
(α,β) : β = −α2},

SF = {(0, β) ∈ R2
(α,β) : β ≥ 0}.

We see that R2 is divided into four open subsets Ui by Sing(F ) (see the Figure 1a). The

mapping F is a diffeomorphism on each Ui, for i = 1, . . . , 4. Observe that Ui is closed in MF

so that we can chose Vi = Ui for i = 1, . . . , 4 (see section 3.1). There exist Nash functions

ψi : MF → R such that each ψi is positive on Ui and negative on Uj if j 6= i. Since NF is the

closure of hF (MF ) where hF = (F,ψ1, . . . , ψ4), then NF has 4 parts (NF )1, . . . , (NF )4 where

(NF )i is the closure of hF (Ui) for i = 1, . . . , 4.

Again, an easy computation shows:

F (U1) = F (U2) = {(α, β) ∈ R2
(α,β) : α > 0, β > −α2},

F (U3) = F (U4) = {(α, β) ∈ R2
(α,β) : α < 0, β > −α2}.

Each (NF )i is F (Ui) embedded in R(α,β) × R4 but (NF )i does not lie in the plane R(α,β)

anymore, it is “lifted” in R(α,β) ×R4. However, the part contained in K0(F )× SF still remains
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in the plane R(α,β) since the functions ψi tend to zero at infinity and near Sing(F ) (see the

Figure 1b).

Now we want to know how the parts (NF )i are glued together. Using diagram (3.7), for any

point a = (α, β) ∈ R2 \K0(F ) the cardinal of π−1
F (a) \ ((K0(F ) ∪ SF ) × {0R4}) is equal to the

cardinal of F−1(a) since hF is bijective. Consider now the equation

F (x, y) =
(
x, x2y2 + 2x2y

)
= (α, β)

where β 6= −α2. We have

(3.10) α2y2 + 2α2y − β = 0.

As the reduced discriminant is ∆′ = α4 + α2β = α2(α2 + β), then

1) if β < −α2, the equation (3.10) does not have any solution,

2) if β > −α2, the equation (3.10) has two solutions.

Then (NF )1 and (NF )2 are glued together along (K0(F )∪SF )×{0R4}. Similarly, (NF )3 and

(NF )4 are glued together along (K0(F ) ∪ SF )× {0R4} (see the Figure 1c).

1a 1b 1c

Figure 1. The variety NF .

3.3. Homology and intersection homology of NF .

Lemma 3.11 ([14]). Let F : C2 → C2 be a polynomial mapping. There exists a natural strati-

fication of the variety NF , by even (real) dimension strata, which is locally topologically trivial

along the strata.

In fact, the stratification of the variety NF is showed in [14] to be

NF ⊃ (SF ∪K0(F ))× {0Rp} ⊃ (Sing(SF ∪K0(F )) ∪B)× {0Rp} ⊃ ∅,

where B = SF |F−1(SF )
.
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Theorem 3.12 ([14]). Let F : C2 → C2 be a polynomial mapping with nowhere vanishing

Jacobian. The following conditions are equivalent:

(1) F is non proper,

(2) H2(NF ) 6= 0,

(3) IHp
2 (NF ) 6= 0 for any perversity p,

(4) IHp
2 (NF ) 6= 0 for some perversity p.

We notice that, for a given polynomial map F : C2 → C2, the fact that the homology group

H2(NF ) vanishes or not only depends on the behavior of F at infinity.

4. Results

The following theorem generalizes Lemma 3.11 and shows existence of suitable stratifications

of the set SF in the case of a polynomial mapping F : Cn → Cn.

Theorem 4.1. Let F : Cn → Cn be a generically finite polynomial mapping with nowhere

vanishing Jacobian. There exists a filtration of NF :

NF = V2n ⊃ V2n−1 ⊃ V2n−2 ⊃ · · · ⊃ V1 ⊃ V0 ⊃ V−1 = ∅

such that :

1) for any i < n, V2i+1 = V2i,

2) the corresponding stratification satisfies the Whitney (b) condition.

Proof. We have the following elements

+ Thanks to Sard Theorem, we have dimC Sing(SF ) ≤ n− 2, i.e., dimR Sing(SF ) ≤ 2n− 4.

+ Let M2n−2 = F−1(SF )∩MF . The mapping F restricted to M2n−2 is dominant. Thanks to

Jelonek’s Theorem (Theorem 2.14), we have dimC SF|M2n−2
= n−2 (since dimCM2n−2 = n−1).

Thus, we obtain dimC SF|M2n−2
= 2n− 4.

+ Thanks to Whitney’s Theorem (Theorem 19.2, Lemma 19.3, [16]), the set B2n−2 of points

x ∈ SF at which the Whitney (b) condition fails is contained in a complex algebraic variety of

complex dimension smaller than n− 1, so dimRB2n−2 ≤ 2n− 4.

We will define a filtration (W) of R2n by algebraic varieties and compatible with SF :

(W) : W2n = R2n ⊃W2n−1 ⊃W2n−2 = SF ⊃ · · · ⊃W2k+1 ⊃W2k ⊃ · · · ⊃W1 ⊃W0 ⊃ ∅

by decreasing induction on k. Assume that W2k has been constructed. If dimRW2k < 2k then

we put

W2k−1 = W2k−2 = W2k

otherwise we denote M2k = F−1(W2k) ∩MF and W ′2k = W2k \ (Sing(W2k) ∪ SF|M2k
). We put

(4.2) W2k−1 = W2k−2 = Sing(W2k) ∪ SF|M2k
∪A2k,

where A2k is the smallest algebraic set which contains the set:

B2k =

{
x ∈W ′2k :

if x ∈Wh with h > 2k then

the Whitney (b) condition fails at x for the pair (W ′2k,Wh)

}
.
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Now, consider the filtration (V) of NF

(V) : NF = V2n ⊃ V2n−1 ⊃ V2n−2 ⊃ · · · ⊃ V2k+1 ⊃ V2k ⊃ · · · ⊃ V1 ⊃ V0 ⊃ ∅

where Vi = π−1
F (Wi) and πF is the canonical projection from NF to R2n, on the first 2n coordi-

nates (see diagram (3.7)).

Let S′2i = W2i \W2i−2. We claim that F|F−1(S′2i)
is proper. This is obvious if S′2i is empty.

If S′2i is not empty, suppose that there exists a sequence {xl} in F−1(S′2i) such that F (xl) goes

to a point a in S′2i. We have to show that the sequence {xl} does not go to infinity. Since

S′2i = W2i \W2i−2, where W2i−2 = Sing(W2i)∪SF|M2i−2
∪A2i, we have a /∈ SF|M2i−2

. If xl tends

to infinity then a ∈ SF|F−1(S′
2i

)
, which is a contradiction.

Let X be a connected component of π−1
F (Z), where Z ⊆W2i\W2i−2. We have X ⊆ V2i\V2i−2.

We claim that either X ⊆ Z × {0Rp} or X ∩ (SF × {0Rp}) = ∅. Assume that there exist x′ ∈ X
but x′ /∈ Z × {0Rp} and x′′ ∈ X ∩ (SF × {0Rp}). Then we have x′′ = (x, 0Rp), where x ∈ SF .

There exists a curve γ(t) = (γ1(t), γ2(t)) ⊆ X where γ1(t) ⊆ Rn and γ2(t) ⊆ Rp, such that

γ(0) = x′ and γ(1) = x′′. Let us call u = γ(t0) the first point at which γ meets SF × {0Rp}.
Thus, we have γ2(t) 6= 0 whenever t < t0 and h−1

F (γ(t)) is in M2i, for t < t0. Moreover,

F (h−1
F (γ(t))) = πF (γ(t)) tends to πF (u) and h−1

F (γ(t)) tends to infinity as t tends to t0. Hence,

πF (u) ∈ SF |M2i
⊂W2i−2, so u is in V2i−2, contradicting u ∈ X ⊂ V2i \ V2i−2.

Let us show that S2i := V2i\V2i−2 is a smooth manifold, for all i. Because F|F−1(S′2i)
is proper,

the restriction of πF to π−1
F (S′2i) \ (SF × {0Rp}) = hF (F−1(S′2i)) is proper. Consequently, πF is

a covering map on S2i. This implies that S2i is a smooth manifold.

Observe that in the case where X ∩ (SF × {0Rp}) is nonempty then it is included in W2i−2 ×
{0Rp}, if dimX = 2i, since every point of X ∩ (SF × {0Rp}) is a point of SF |M2i

⊆ W2i−2. As

πF is a covering map on NF \ (SF × {0Rp}), this implies that S′2i × {0Rp} is open in π−1
F (S′2i).

Let us prove that the filtration (V) defines a Whitney stratification: at first, we prove that

the stratification (W) is a Whitney stratification. If the stratum S′2i = W2i \W2i−2 is not empty,

then by (4.2), we have

S′2i = W2i \W2i−2 ⊂W2i \A2i ⊂W2i \B2i.

This shows that the stratification (W) satisfies Whitney conditions.

We denote

ΣW := {X ′ : X ′ is a connected component of W2i \W2i−2, 0 ≤ i ≤ n},

ΣV := {X : X is a connected component of V2i \ V2i−2, 0 ≤ i ≤ n}.
We now prove that if X ∈ ΣV then πF (X) ∈ ΣW . If X ⊆ SF × {0Rp} then πF|X is the identity

and thus X belongs to ΣW . Otherwise, X ⊆ NF \ (SF × {0Rp}. Assume that X ⊆ V2i \ V2i−2.

This implies that X ∩ π−1
F (W2i−2) = ∅. This amounts to say that πF (X) ∩W2i−2 = ∅. Thus

πF (X) ⊆ W2i \W2i−2. Therefore, to show that πF (X) ∈ ΣW , we have to check that πF (X)

is open and closed in W2i \W2i−2. As πF is a local diffeomorphism at any point x of X, the

set πF (X) is a manifold of dimension 2i, which is open in S′2i. Let us show that it is closed in
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S′2i. Take a sequence ym ⊂ πF (X) such that ym tends to y /∈ πF (X). Let xm ∈ X be such

that πF (xm) = ym. Since πF is proper, xm does not tend to infinity. Taking a subsequence if

necessary, we can assume that xm is convergent. Denote its limit by x. As πF (x) = y /∈ πF (X),

then the point x cannot be in X and thus belongs to V2i−2 since X is closed in V2i \V2i−2. This

implies that y = πF (x) ∈W2i−2, as required.

Let us consider a pair of strata (X,Y ) of the stratification (V) such that X ∩ Y 6= ∅ and let

us prove that (X,Y ) satisfies the Whitney (b) condition. That is clear if X,Y ⊆ SF × {0Rp}. If

none of them is included in SF × {0Rp}, then, as πF is a local diffeomorphism and Whiney (b)

condition is a C1 invariant, this is also clear. Therefore, we can assume that X∩(SF ×{0Rp}) = ∅
and Y ⊆ SF ×{0Rp} (if X ⊆ SF ×{0Rp}, then Y meets SF ×{0Rp} at the points of X and then

Y ⊆ (SF × {0Rp})). Set for simplicity Y := Y ′ × {0Rp}.
As Y is open in π−1

F (Y ′), there exists a subanalytic open subset U ′ of NF such that

U ′ ∩ π−1
F (Y ′) = Y ′ × {0Rp}.

Let U ′′ := h−1
F (U ′ ∩NF \ (SF × {0Rp})). We have

U ′′ ∩ F−1(Y ′) = ∅

(see diagram (3.7)). Consequently, the function distance d(F (x);Y ′) nowhere vanishes on U ′′.

As U ′′ is a closed subset of R2n, by  Lojasiewicz inequality, multiplying the ψi’s by a huge power

of 1
1+|x|2 , we can assume that on U ′′, for every i

(4.3) ψi(zm) << d(F (zm);Y ′)

for any sequence zm tending to infinity.

Now, in order to check that Whitney (b) condition holds, we take xm ∈ X and ym ∈ Y tending

to y ∈ Y ∩X. Assume that l = limxmym and τ = limTxmX exist, we have to check that l is

included in τ .

For every m, xm belongs to hF (Uj) for some j. Extracting a subsequence if necessary, we

may assume that it lies in the same hF (Uj). On Uj , πF is invertible and its inverse is

ψ̂(y) = (y, ψ̃1(y), . . . , ψ̃p(y)),

where ψ̃i(y) = ψi ◦ F−1
|Uj (see section 3.1, see also Proposition 2.3 in [14]).

Let xm = (x′m; ψ̃(x′m)) and ym = (y′m, 0Rp), where x′m = πF (xm) and y′m = πF (ym), then

xm − ym = (x′m − y′m, ψ̃(x′m)). We claim that

(4.4) ψ̃(x′m) << |x′m − y′m|.

If zm = F−1(x′m) then F (zm) = x′m, so that by (4.3), we have

ψ̃i(x
′
m) << d(x′m;Y ′) ≤ |x′m − y′m|,

showing (4.4).
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On one hand, the sets πF (X) and πF (Y ) belong to ΣW , they satisfy the Whitney (b) condition.

As a matter of fact

lim
x′m − y′m
|x′m − y′m|

= l′ ⊆ τ ′ = limTx′mπF (X)

(extracting a sequence if necessary, we may assume
x′m−y

′
m

|x′m−y′m|
is convergent). We have

xm − ym
|xm − ym|

=
(x′m − y′m, ψ̃(xm))

|xm − ym|
→ (l′, 0) = l.

On the other hand, observe that

dxπ
−1
F = (Id, ∂xψ̃1, . . . , ∂xψ̃p).

Multypling ψ by a huge power of 1
1+|x|2 , we can assume that the first order partial derivatives of

ψ̃ at x′m tend to zero as m goes to infinity. Then TxmX tends to τ = limTxmπF (X)× {0Rp} =

τ ′ × {0Rp}. But since l′ ∈ τ ′, l = (l′, 0) ∈ τ = τ ′ × {0Rp}. �

We now generalize Theorem 3.12. Firstly we notice that a polynomial map Fi : Cn → C can

be written

Fi = ΣjFij

where Fij is the homogeneous part of degree dj in Fi. Let dk the highest degree in Fi, the

leading form F̂i of Fi is defined as

F̂i := Fik.

Theorem 4.5. Let F : Cn → Cn be a polynomial mapping with nowhere vanishing Jacobian. If

rankC(DF̂i)i=1,...,n > n− 2, where F̂i is the leading form of Fi, then the following conditions are

equivalent:

(1) F is non proper,

(2) H2(NF ) 6= 0,

(3) IHp
2 (NF ) 6= 0 for any (or some) perversity p,

(4) IHp
2n−2,BM (NF ) 6= 0, for any (or some) perversity p.

Before proving this theorem, we give here some necessary definitions and lemmas.

Definition 4.6. A semi-algebraic family of sets (parametrized by R) is a semi-algebraic set

A ⊂ Rn × R, the last variable being considered as parameter.

Remark 4.7. A semi-algebraic set A ⊂ Rn ×R will be considered as a family parametrized by

t ∈ R. We write At, for “the fiber of A at t”, i.e.,

At := {x ∈ Rn : (x, t) ∈ A}.

Lemma 4.8 ([14]). Let β be a j-cycle and let A ⊂ Rn × R be a compact semi-algebraic family

of sets with |β| ⊂ At for any t. Assume that |β| bounds a (j + 1)-chain in each At, t > 0 small

enough. Then β bounds a chain in A0.
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Definition 4.9 ([14]). Given a subset X ⊂ Rn, we define the “tangent cone at infinity”,

called “contour apparent à l’infini” in [11] by:

C∞(X) := {λ ∈ Sn−1(0, 1) such that ∃ϕ : (t0, t0 + ε]→ X semi-algebraic,

lim
t→t0

ϕ(t) =∞, lim
t→t0

ϕ(t)

|ϕ(t)|
= λ}.

Lemma 4.10 ([11]). Let F = (F1, . . . , Fn) : Rn → Rn be a polynomial mapping and V the zero

locus of F̂ := (F̂1, . . . , F̂n), where F̂i is the leading form of Fi for i = 1, . . . , n. If X is a subset

of Rn such that F (X) is bounded, then C∞(X) is a subset of Sn−1(0, 1) ∩ V.

Proof. By definition, C∞(X) is included in Sn−1(0, 1). We prove now that C∞(X) is included

in V . In fact, given λ ∈ C∞(X), then there exists a semi-algebraic curve γ : (t0, t0 + ε] → X

such that lim
t→t0

γ(t) = ∞ and lim
t→t0

γ(t)
|γ(t)| = λ. Then γ(t) can be written as γ(t) = λtm + . . . and

F̂i = F̂i(λ)tmdi + . . . where di is the homogeneous degree of F̂i. Since F (X) is bounded, then Fi

cannot tend to infinity when t tends to t0, hence F̂i(λ) = 0 for all i = 1, . . . , n. �

Let us prove now Theorem 4.5. We use the idea and technique of the second and third authors

in [14].

Proof of the Theorem 4.5. (4) ⇔ (3) : By Goresky-MacPherson Poincaré duality Theorem, we

have

IHp
2 (NF ) = IHq

2n−2,BM (NF ),

where q is the complementary perversity of p. Since IHp
2 (NF ) 6= 0 for all perversities p, then

IHq
2n−2(NF ) 6= 0, for all perversities q.

(3)⇒ (1), (3)⇒ (2) : If F is proper then the sets SF and K0(F ) are empty. So Sing(NF ) is

empty and NF is homeomorphic to R2n. It implies that H2(NF ) = 0 and IHp
2 (NF ) = 0.

(1)⇒ (2), (1)⇒ (3) : Assume that F is not proper. That means that there exists a complex

Puiseux arc γ : D(0, η)→ R2n, γ = uzα + . . . , (with α negative integer and u is an unit vector

of R2n) tending to infinity in such a way that F (γ) converges to a generic point x0 ∈ SF . Let

δ be an oriented triangle in R2n whose barycenter is the origin. Then, as the mapping hF ◦ γ
(where hF = (F,ψ1, . . . , ψp)) extends continuously at 0, it provides a singular 2-simplex in NF

that we will denote by c.

Since codimRSF = 2, then

0 = dimR{x0} = dimR((SF × {0Rp}) ∩ |c|) ≤ 2− 2 + p2,

because p2 = 0 for any perversity p. So the simplex c is (0, 2)-allowable for any perversity p.

The support of ∂c lies in NF \SF ×{0Rp}. By definition of NF , we have NF \SF ×{0Rp} ' R2n.

Since H1(R2n) = 0, the chain ∂c bounds a singular chain e ∈ C2(NF \SF ×{0Rp}). So σ = c− e
is a (p, 2)-allowable cycle of NF .

We claim that σ may not bound a 3-chain in NF . Assume otherwise, i.e., assume that there

is a chain τ ∈ C3(NF ), satisfying ∂τ = σ. Let

A := h−1
F (|σ| ∩ (NF \ (SF × {0Rp}))),
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B := h−1
F (|τ | ∩ (NF \ (SF × {0Rp}))).

By definition, C∞(A) and C∞(B) are subsets of S2n−1(0, 1). Observe that, in a neighborhood

of infinity, A coincides with the support of the Puiseux arc γ. The set C∞(A) is equal to S1.a

(denoting the orbit of a ∈ Cn under the action of S1 on Cn, (eiη, z) 7→ eiηz). Let V be the zero

locus of the leading forms F̂ := (F̂1, . . . , F̂n). Since F (A) and F (B) are bounded, by Lemma

4.10, C∞(A) and C∞(B) are subsets of V ∩ S2n−1(0, 1).

For R large enough, the sphere S2n−1(0, R) with center 0 and radius R in R2n is transverse

to A and B (at regular points). Let

σR := S2n−1(0, R) ∩A, τR := S2n−1(0, R) ∩B.

After a triangulation, the intersection σR is a chain bounding the chain τR.

Consider a semi-algebraic strong deformation retraction ρ : W × [0; 1] → S1.a, where W is a

neighborhood of S1.a in S2n−1(0, 1) onto S1.a.

Considering R as a parameter, we have the following semi-algebraic families of chains:

1) σ̃R := σR
R , for R large enough, then σ̃R is contained in W ,

2) σ′R = ρ1(σ̃R), where ρ1(x) := ρ(x, 1), x ∈W ,

3) θR = ρ(σ̃R), we have ∂θR = σ′R − σ̃R,
4) θ′R = τR + θR, we have ∂θ′R = σ′R.

As, near infinity, σR coincides with the intersection of the support of the arc γ with S2n−1(0, R),

for R large enough the class of σ′R in S1.a is nonzero.

Let r = 1/R, consider r as a parameter, and let {σ̃r}, {σ′r}, {θr} as well as {θ′r} the corre-

sponding semi-algebraic families of chains.

Denote by Er ⊂ R2n ×R the closure of |θr|, and set E0 := (R2n × {0}) ∩E. Since the strong

deformation retraction ρ is the identity on C∞(A)× [0, 1], we see that

E0 ⊂ ρ(C∞(A)× [0, 1]) = S1.a ⊂ V ∩ S2n−1(0, 1).

Denote E′r ⊂ R2n ×R the closure of |θ′r|, and set E′0 := (R2n × {0})∩E′. Since A bounds B,

so C∞(A) is contained in C∞(B). We have

E′0 ⊂ E0 ∪ C∞(B) ⊂ V ∩ S2n−1(0, 1).

The class of σ′r in S1.a is, up to a product with a nonzero constant, equal to the generator of

S1.a. Therefore, since σ′r bounds the chain θ′r, the cycle S1.a must bound a chain in |θ′r| as well.

By Lemma 4.8, this implies that S1.a bounds a chain in E′0 which is included in V ∩S2n−1(0, 1).

The set V is a projective variety which is an union of cones in R2n. Since

rankC(DF̂1)i=1,...,n > n− 2,

it follows that corankC(DF̂1)i=1,...,n = dimC V ≤ 1, so dimR V ≤ 2 and dimR V ∩S2n−1(0, 1) ≤ 1.

The cycle S1.a thus bounds a chain in E′0 ⊆ V ∩ S2n−1(0, 1), which is a finite union of circles. A

contradiction. �

We have the following corollary
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Corollary 4.11. Let F = (F1, . . . , Fn) : Cn → Cn be a polynomial mapping with nowhere

vanishing Jacobian and such that rankC(DF̂i)i=1,...,n > n − 2, where F̂i is the leading form of

Fi. The following conditions are equivalent:

(1) F is nonproper,

(2) H2
∞(Reg(NR

F )) 6= 0,

(3) Hn−2
∞ (Reg(NR

F )) 6= 0,

where NR
F := NF ∩ B̄(0, R), which R is large enough.

The proof is similar to the one in [14].
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THE UNIVERSAL ABELIAN COVER OF A GRAPH MANIFOLD

HELGE MØLLER PEDERSEN

Abstract. Complex surfaces singularities with rational homology sphere links play an im-
portant role in singularity theory. They include all rational and splice quotient singularities,
and in particular in the latter case the universal abelian cover of the link is a key element of
the theory. All such links of singularities are graph manifolds, and to a rational homology
sphere graph manifold one can associate a weighted tree invariant called splice diagram. It is
known that the splice diagram determines the universal abelian cover of the manifold. In this
paper we give an explicit method for constructing the universal abelian cover from the splice
diagram, which works for most of the graph manifolds in particular for all links of singularities.

1. Introduction

Splice quotient singularities are an important class of normal complex surface singularities
with rational homology sphere links (QHS) recently discovered by Neumann and Wahl (see
[NW05b] and [NW05a]). They include all rational and minimally elliptic singularities with QHS
links by work of Okuma [Oku04], and all weighted homogeneous singularities with QHS links
([Neu83a]). Splice quotient singularities also play an important role in recent works of Némethi
and Okuma ([NO08, NO09]). Their analytic structures are defined by the corresponding ana-
lytic structures of their universal abelian covers which in turn are given by complete intersection
equations called splice diagram equations. Although these equations are fairly simple, the topol-
ogy of the universal abelian cover is in general rather complicated. The aim of this paper is to
give a general way to describe it.

Links of normal complex surface singularities belong to a specific class of 3-manifolds called
graph manifolds, which are defined as having only Seifert fibered pieces in their JSJ-decomposi-
tions, or alternatively having no hyperbolic pieces in their geometric decompositions. If one
restricts to QHS’s, then one has a non complete invariant of graph manifolds called splice
diagrams. Splice diagrams were original introduced by Eisenbud and Neumann in [EN85] and
by Siebermann in [Sie80] for integer homology sphere graph manifolds, and were then later
generalized by Neumann and Wahl to QHS’s in [NW02]. In [NW05a], Neumann and Wahl
define the splice diagram equations when the splice diagram Γ of M satisfies, what they call the
semigroup condition. The splice diagram equations define an isolated complete intersection. IfM
also satisfies the congruence condition, they show that there exists a splice quotient singularity
whose link is M , and that the link of the isolated complete intersection is the universal abelian
cover of M .

Based on the result for links of singularities in [NW05a] Neumann and Wahl conjectured that
the splice diagram determines the universal abelian cover for a QHS graph manifold, even when
the graph manifold is not a singularity link. In [Ped10] the following theorem proved this:

Theorem 1.1 ([Ped10]; 6.3). LetM1 andM2 be twoQHS graph manifolds having the same splice
diagram. Let M̃i →Mi be the universal abelian cover. Then M̃1 and M̃2 are homeomorphic.

2000 Mathematics Subject Classification. 57M10, 57M27.
Key words and phrases. rational homology sphere, abelian cover.

http://dx.doi.org/10.5427/jsing.2013.7k
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Graph manifolds are also the 3-manifolds which are boundaries of plumbed 4-manifolds. A
very common method to describe a graph manifold M is to give a plumbing diagram of a 4-
manifold X, such thatM = ∂X. Neumann gave a complete calculus for changing X but keeping
M fixed in [Neu81]. In section 3 we are going to construct a plumbing diagram of the universal
abelian cover.

The proof of Theorem 1.1 consists of inductively constructing the universal abelian cover from
the splice diagram, and the purpose of this article is to extract from this proof an algorithm
for constructing the topology of the universal abelian cover. The explicit construction given
will only work under the assumption that the splice diagram has no edge weight of 0. This
assumption is always satisfied if the manifold is a singularity link.

In the proof of Theorem 1.1 one had to extend the notion of splice diagram to a class of
orbifolds called graph orbifolds, and in [Pedb] the congruence condition is extended to graph
orbifolds. Hence if X is a singularity defined by the splice diagram equations associated to the
splice diagram Γ, one can use this algorithm to construct a dual resolution diagram, provided
that there is a manifold or orbifold satisfying the congruence condition and having Γ as its splice
diagram. This is for example always true if Γ only has two nodes (see [Pedb]). Neumann and
Wahl conjecture that in fact the splice diagram equations always define the universal abelian
cover.

In section 2 we recall the definition of splice diagrams from [Ped10], and their relation with
plumbing diagrams, and we state the results needed for the algorithm. In section 3 we describe
the algorithm giving the plumbing diagram of the universal abelian cover by performing it on
an example, and we give further examples.

Acknowledgements: The auther was supported by the Hungarian Academy of Sciences’
Lendület LDT program.

2. Splice Diagrams

A splice diagram is a weighted tree with no vertices of valence two. By the valence of a vertex
we mean the number of adjacent edges. We call vertices of valence greater than two nodes. At
a node one assigns a sign, and on edges adjacent to nodes one assigns a non negative integer
weight.

Let M be a QHS graph manifold. Let M =
⋃

vMv be the JSJ-decomposition of M , that is
the unique minimal decomposition of M into Seifert fibered pieces Mv with ∂Mv a union of tori.
We associate a splice diagram Γ(M) to M by the following procedure:

• Take a vertex v for each Mv.
• Connect two vertices v and w by an edge if Mv

⋂
Mw 6= ∅.

• Add a leaf, i.e., a valence one vertex connected by an edge, to a vertex v for each singular
fiber of the Seifert fibration of Mv.

• To each vertex v assign the sign of the linking number of two nonsingular fibers of Mv.
See Definition 2.1 in [Ped10] for the precise definition of these linking numbers.

• Let v be a node and e an edge adjacent to v. Then the edge weight dve is determined
in the following way. Cut M along the torus T corresponding to e (either a torus of the
boundary of Mv or the boundary of a tubular neighborhood of a singular fiber) into the
pieces M ′v and M ′ve, where Mv ⊂M ′v. Then glue a solid torus into the boundary of M ′ve
by identifying a meridian with the image of a fiber of Mv, and call this new closed graph
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manifold Mve. Then

dve :=

{
|H1(Mve)| if H1(Mve) is finite
0 if H1(Mve) is infinite.

A common way to represent graph manifolds is by plumbing diagrams, and we will next
describe how to get the splice diagram from a plumbing diagram ∆ of M .

To construct the graph structure of Γ(M) from ∆ one just suppresses all vertices of valence
two, i.e., replacing any configuration like

v

◦
−b1◦

−b2◦
−bk◦

w

◦
with an edge

v

◦
w

◦ .

Let A(∆) be the intersection matrix of the 4 manifold defined by ∆. The edge weights and
signs are computed by the following two results.

Lemma 2.1 ([Ped10] 2.1). Let v be a node in Γ(M) and e be an edge at that node. We get the
weight dve by dve = |det(−A(∆(M)ve))|, where ∆(M)ve is the connected component of ∆(M)
after we remove e, which does not contain v.

∆(M) =
...

v

avv

◦
e

aww

◦
...

︸ ︷︷ ︸
∆(M)ve

Lemma 2.2 ([Ped10] 2.3). Let v be a node in Γ(M). Then the sign ε at v is ε = − sign(avv),
where avv is the entry of A(M)−1 corresponding to the node v.

In the algorithm the rational Euler number of a Seifert fibered piece of M will play an
important role. If M is a closed Seifert fibered manifold, then the rational Euler number eM is
defined by

eM :=

n∑
i=0

qi
pi
,

where (p0, q0), . . . , (pn, qn) are the unnormalized Seifert invariants (see [NR78]). Notice that we
use the opposite choice of orientation when we define the invariants, this is the reason for the
sign difference in our formula for eM compared to the one they use. If we consider M as a
plumbed manifold, then the plumbing diagram is star shaped with n strings connected to the
central vertex. As explained in [NR78] one can change the Seifert invariants such that p0 = 1
and pi > qi > 0 for i = 1, . . . n. Then q0 is the weight at the central vertex, and pi/qi for
i = 1, . . . n is the continued fraction

[ai1, ai2, . . . , aiki ] = ai1 −
1

ai2 − 1
ai3−...

,

where −ai1,−ai2, . . . ,−aiki
are the weights along the i’th string of the plumbing diagram leading

from the central vertex. In this case the splice diagram of M is also star shaped, it has n leaves
with weights p1, . . . , pn, and the sign at the node is − sign(eM ).
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We need the rational Euler number eMv
of a Seifert fibered piecesMv of the JSJ-decomposition

of M . Since Mv is not closed, we need additional information to define it. We consider a simple
closed curve in each boundary component ofMv. Each curve is the image of a fiber of the Seifert
fibered piece on the other side of the corresponding torus. One glues a solid torus in each of
the boundary components of Mv, by identifying the simple closed curve with a meridian, and
takes eMv

to be the rational Euler number of this closed manifold. If M is given by a plumbing
diagram ∆, then the Mv’s correspond to the vertices v’s with valence ≥ 3 (or vertices with non
zero genus). One gets eMv

as the rational Euler number of the starshaped piece containing v,
after one removes from ∆ all the vertices corresponding to Mw’s with w 6= v.

The splice diagram itself does not determine neither the rational Euler numbers nor |H1(M)|.
But |H1(M)| and the splice diagram do determine the rational Euler number of any of the Seifert
fibered pieces of M , for this result we need the following definition. The edge determinant D(e)
associated to an edge e between two nodes v and w is

D(e) := rvrw − εvεw(
∏
i

nvi)(
∏
j

nwj),

where rv and rw are the edge weights on e, where εv and εw are the signs on the nodes and
where the nvi’s and nwj ’s are the weights adjacent to the nodes not on e.

Proposition 2.3 ([Ped10] 3.4). Let v be a node in a splice diagram decorated as in Figure 1
below, with ri 6= 0 for i 6= 1, and let ev be the rational Euler number of Mv. Then

ev = −d
(

εs1

ND1

∏k
j=2 rk

+

k∑
i=2

εiMi

riDi

)
,(1)

where d = |H1(M)|, N =
∏k

j=1 nj, Mi =
∏li

j=1mij, and Di is the edge determinant associated
to the edge between v and vi.

v1
◦
m11

m1ll

...

◦
...

v

◦
n1

nk

r1

s1

rk

sk

...

◦
vk
◦
mk1

mklk

...

Figure 1 .
Note that this does give a formula for ev/|H1(M)| from Γ, which we will need later.

In the algorithm to construct the universal abelian cover ofM from Γ(M), a number associated
to each end of an edge in Γ(M) is going to be very important. It is the ideal generator, which
is constructed in the following way. Let v and w be two vertices of Γ(M), then we define the
linking number lvw of v and w as the product of all edge weights adjacent to but not on the
shortest path from v to w. We define l′vw in the same way, except that we omit weights adjacent
to v and w. If e is an edge adjacent to v, we let Γve be the connected component of Γ(M) − e
not containing v, and define the following ideal in Z

Ive := 〈l′vw| w a leaf in Γve〉.

Then we define the ideal generator dve associated to v and e to be the positive generator of Ive.
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Definition 2.4. A splice diagram Γ satisfies the ideal condition if the ideal generator dve divides
the edge weight dve for all nodes v and adjacent edges e.

Proposition 2.5. Let M be a QHS graph manifold. Then Γ(M) satisfies the ideal condition.

This proposition follows from the following topological description of the ideal generator in
Appendix 1 of [NW05a].

Theorem 2.6. The ideal generator dve equals |H1(M/M ′v)|.

Remember we definedM ′v, when we constructed Γ(M) at the beginning of the present section.

3. Construction of the Universal Abelian Cover: An Example

In this section we explain how the proof of Theorem 1.1 [Ped10] can be used to construct the
universal abelian cover M̃ of a graph manifold M from the splice diagram Γ(M). We specify
M̃ by constructing a plumbing diagram ∆ for M̃ . To illustrate the construction we use the
following example

◦ ◦
Γ =

v1
◦

3

18

23 15
v2
◦

2

3◦ ◦
.

There are four different manifolds which have Γ as their splice diagram, and also several non
manifold graph orbifolds. By Theorem 4.1 in [Ped10] Γ is the splice diagram of a singularity link,
and [Peda] gives that M̃ is a rational homology sphere. The example is also interesting, since
none of the manifolds having splice diagram Γ satisfy the congruence condition of Neumann
and Wahl (see [NW05a]). But there are non manifold orbifolds with splice diagram Γ which
satisfy the orbifold congruence condition (see [Pedb]). Below are plumbing diagrams for the four
manifolds having splice diagram Γ:

−3
◦

−2
◦−1

◦
−5
◦−3

◦
−2
◦−3

◦
−2
◦−2

◦−2
◦ .

−2
◦ −2

◦
−2
◦−1

◦
−5
◦−18

◦
−2
◦ −2

◦ .
−3
◦

−2
◦−1

◦
−2
◦

−4
◦

−5
◦−18

◦
−2
◦ −2

◦ .
−2
◦ −2

◦
−2
◦−2

◦
−2
◦

−4
◦

−5
◦−2

◦
−2
◦−2

◦
−2
◦−3

◦−3
◦ .
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The construction of the universal abelian cover is done in two steps. First we construct a
one-node splice diagram for each node in Γ, each of these one-node splice diagrams is then used
to define a Seifert fibered manifold. We call these Seifert fibered manifolds the building blocks.
In the second step we take a number of copies of the building blocks, and use the information
given by Γ to glue them together to create the universal abelian cover.

3.1. Constructing the building blocks. The inductive procedure in the construction of the
universal abelian cover consists of taking an edge e between two nodes of Γ, and making a new
non connected splice diagram Γe, where e has been replaced by two leaves. So starting with
the edge called e1 and going through this process of cutting the edges until we have cut the
last edge between two nodes eN−1, we get that ΓeN−1

is a collection of one-node splice diagrams
ΓeN−1

= {Gi}Ni=1. For each of these one-node splice diagrams Gi one then takes a number of
copies of a specific manifold Mi, and uses the information from the Γej ’s to glue the pieces
together. So the first step is to determine these manifolds {Mi}Ni=1, which are the building
blocks of the universal abelian cover.

First let us describe the Γej ’s. Each time we cut an edge e between the nodes w1 and w2 in
Γ, we divide every edge weight dve′ such that w1 or w2 is in Γve′ , by the ideal generator dwie

of the edge weight dwie, where v is not in Γwie. In our example we only have two edge weights,
which have to be divided when we cut along the central edge e namely dv1e = 23 and dv2e = 15,
and dv1e = 1 and dv2e = 3. So the two one-node splice diagrams G1 and G2 are

◦ ◦
G1 =

v1
◦

3

18

23 (1,1)
◦, G2 =

(1,3)
◦ 5

v2
◦

2

3◦ ◦ .
The pair added to the new leaves, which will be used to describe the gluings, is defined as follows:
the first number specifies the order the sequence of cuttings this is, and the second number is
the ideal generator associated to the weight before cutting.

Next we want to find the building block Mi associated to each of the Gi’s. To do this we have
to separate the Gi’s into two types. The first type consists of the Gi’s that do not have an edge
weight of 0, and the second type consists of the Gi’s that have an edge weight of 0. At most
one weight adjacent to a node can be 0, since if there were two edge weights of 0 adjacent to
a node the edge determinant of any edge with the edge weight 0 would be 0. Then by using
The Edge Determinant Equation (Corollary 3.3 of [Ped10]) the Seifert fibration can be extended
over the torus corresponding to the edge, hence we would not have cut along this torus in the
JSJ-decomposition of M .

In the first case we use the following theorem

Theorem 3.1. Let M be a QHS orbifold S1-fibration over a orbifold surface with Seifert invari-
ants (α1, β1), . . . , (αn, βn). Then the universal abelian cover of M is the link of the Brieskorn
complete intersection Σ(α1, . . . , αn).

The way one constructs the manifolds after cutting an edge may result in graph orbifolds
instead of just graph manifolds as explained in the proof of 6.3 in [Ped10]. Hence we need this
theorem for orbifold S1-fibrations. Neumann proves this theorem for Seifert fibered manifolds
in [Neu83a] and [Neu83b], but the proof given in [Neu83b] also works in the general case of an
orbifold S1-fibration. These theorems assume that the rational Euler number eM is positive,
but if eM < 0 one just composes with an orientation reversing map. Notice that α1, . . . , αn are
exactly the edge weights of Γ(M). The value of the sign ε at the node does not matter, since
reversing the orientation of a Seifert fibered manifold only changes the βi’s not the αi’s, and
hence only changes the splice diagrams by replacing ε with −ε.
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So in our example M1 is the link of Σ(3, 18, 23), and M2 is the link of Σ(2, 3, 5).
Next we use the description of the Seifert invariants of Σ(α1, . . . , αn) given by Neumann and

Raymond in [NR78] to get plumbing diagrams for the Mi’s.

Theorem 3.2. Let M be the link of the Brieskorn complete intersection Σ(α1, . . . , αn). A
plumbing diagram for M is given by

[g]

−b
◦

−a11

◦
−a11

◦
−an1

◦
−an1

◦
−a1k1◦ · · ·

−a1k1◦
−ankn◦ · · ·

−ankn◦︸ ︷︷ ︸ · · · ︸ ︷︷ ︸
t1 tn .

The values of g and of the ti’s are given by

ti =

∏
j 6=i(αj)

lcmj 6=i(αj)
(2)

g = 1
2

(
2 +

(n− 2)
∏

i αi

lcmi(αi)
−

n∑
i=1

ti
)
.(3)

One calculates numbers p1, . . . , pn as

pi =
lcmj(αj)

lcmj 6=i(αj)
,(4)

and finds numbers q1, . . . , qn as the smallest no negative solutions to the equations

lcmj(αj)

αi
qi ≡ −1( mod pi).(5)

The aij’s are given by the continued fraction pi/qi = [ai1, . . . , aiki
]. If pi = 1 then the string of

valence two vertices is empty. Finally b is given by

b =

∏
i αi + lcmk(αk)

∑
i qi
∏

j 6=i αj

(lcmk αk)2
.(6)

Before we use this theorem to make a plumbing diagram ∆i for Mi, notice that we have to
remove some solid tori from Mi to make the gluing, so we need to record this data in ∆i. Some
leaves in Gi have a pair of integers attached. These leaves correspond to the tori in M we cut
along when we created Gi. Since Mi is the universal abelian cover of any graph orbifold having
splice diagram Gi, several fibers sit above the singular fiber corresponding to these leaves. We
have to remove a neighborhood of each of these fibers. So if αj is an edge weight in Gi to a leaf
with a pair attached, the tj fibers above the leaf correspond to all the strings with the weights
−aj1, . . . ,−ajnj

. So in the plumbing diagram for Mi we replace these strings by arrows, and
add a triple which consists of the pair attached to the leaf and pj/qj = [aj1, . . . , ajkj

] to each of
the arrows. If the fibers sitting above are non singular, i.e., the set {aji} is empty, we still add
tj arrows and triples, and in this case the third number is 1/0.
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Using this on our example we get the following plumbing diagrams

−2
◦

∆1 =
−6
◦

−2
◦

(1,1,23/14)

<<

(1,1,23/14)//

(1,1,23/14)

!!

∆2 =
−2
◦

(1,3,5/4)oo
−2
◦ −2

◦ .

Notice that the weight of the node is only well define for a closed manifold, so when we remove
the solid torus corresponding to an arrow we lose that information. The weight of the nodes are
then gotten trough the gluing process in the next section.

The second case, i.e., when there is an edge weight of 0, is not as easy. The proof of Theorem
6.3 in [Ped10] gives an explicit construction as a gluing of 3-spheres along S2 boundaries in this
case. But it might not be a Seifert fibered manifold, and I have at the present no simple way to
find a plumbing diagram for the building blocks in this case. Hence the explicit algorithm does
not work in this case.

3.2. Gluing the building blocks. The only thing that remains to construct the universal
abelian cover is to glue together the building blocksMi. This will be done by using the plumbing
diagrams ∆i to create a plumbing diagram ∆ for M̃ .

We start by taking two of the ∆i’s and create a plumbing diagram G1. Then we take another
of the ∆i’s and glue this to G1 to create G2. We continue this process until all the ∆i’s have
been used, and then ∆ = GN−1 where GN−1 is the last created plumbing diagram.

Now the order we glue the ∆i’s together in is important. This is why we added a triple to
the arrows. We start by taking ∆i which has at least one arrow having the triple (N − 1, di, ri),
where N −1 is the highest value for the first number in any triple. We next take ∆j such that at
least one arrow has the triple (N − 1, dj , rj). By the method we constructed the ∆i’s, there are
exactly two graphs ∆i and ∆j satisfying respectively these conditions. Then we take di copies
of ∆i and dj copies of ∆j . We create an intermediate G̃1 by removing the arrows with triple
(N − 1, di, ri) (respectively (N − 1, dj , rj)) on the ∆i’s (respectively ∆j ’s), and by replacing
these with dashed lines between copies of ∆i and ∆j , such that a copy of ∆i is only connected
to a copy of ∆j once. We also replace the weights at the nodes in the ∆i piece by an unknown
variable bi and in the ∆j piece by an unknown variable bj . This will create a connected weighted
graph G̃1, with no arrows which have first number in the triple equal to N − 1.

Let us see how this is done in our example. We only have two ∆i’s, so we start by gluing ∆1

to ∆2. The triples are (1, 1, 23/14) and (1, 3, 5/4). So we start by taking one copy of ∆1 and
three copies of ∆2, replacing each of the arrows in the copy of ∆1 with a dashed line to one of
the copies of ∆2 replacing its arrow, and replace the weights at the nodes. We get

−2
◦

−b2

◦
−2
◦

−2
◦ −2

◦
G̃1 =

−6
◦

−b1◦
−b2◦

−2
◦−b2◦

−2
◦

−2
◦

−2
◦

−2

◦
.
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The next step to create G1 is to replace the dashed lines by a string of valence two vertices
and find the weights at the nodes. We have to compute the number of vertices along the string
and their Euler numbers. First by symmetry all the strings will be the same, so we only have
to calculate one of them. Likewise the weights at the nodes are the same at the corresponding
ends of the identified strings.

Now G1

⋃
(
⋃

l 6=i,j ∆l) is a plumbing diagram for the non-connected manifold which is the
universal abelian cover of any non-connected manifold with splice diagram ΓeN−2

. Hence it is
ΓeN−2

we need to use, when we make the calculations in the following.
Choose nodes vi and vj of G̃1, which are attached to each other by a dashed line such that

vk comes from a ∆k piece. First we find the fiber intersection number p, which is also the
numerator of the two continued fractions associated to the string. Now p = fi · fj where fk
is a fibre in the boundary of Mk. These fibres are gotten as connected components of the
preimage of fibres f̃k of a graph orbifold M̃ with splice diagram Γ(M̃) = ΓeN−2

. This implies
that π−1(f̃i) · π−1(f̃j) = d(f̃i · f̃l) where d = |Horb

1 (M̃)|. The intersection number f̃i · f̃j = |D|/d
by The Edge Determinant Equation (Corollary 3.3 of [Ped10]), where D is the edge determinant
of the corresponding edge in ΓeN−2

. Hence ninjp = |D| where nk is the number of connected
pieces of π−1(fk). We have that nk = deg(π|Mk

)/ deg(π|fk). Now deg(π|Mk
) = d/dk where dk

is given by the triple attached to the arrow in ∆k, and deg(π|fk) is calculated in the end of the
proof of Theorem 6.3 in [Ped10] to be d/λk. Here λk =

∏
mj/ lcm(m1/d1, . . . ,ml/dl), where the

mj ’s are the edge weights adjacent to the node corresponding to vk in ΓeN−2
, and the dj ’s are

the ideal generators associated to the edges. Putting this together we get the following formula
for calculating p:

p =
didj
λiλj

|D|

In our example ΓeN−2
= Γ, so |D| = 21 and λ1 = λ2 = 3 and we get that p = 7.

To find the complete string and the bk’s we use that there are two different ways to calculate
the rational Euler number of the Seifert fibered piece corresponding to a node in G1. One using
G1 and one given by the splice diagram by a formula derived at the end of the proof of Theorem
6.3 in [Ped10].

From G1 the rational Euler number evk is given by bk +
∑

e qe/pe, where the sum is taken over
all edges adjacent to vk (including the dashed lines), and (pe, qe) is the Seifert pair associated to
the string starting with the edge e. Now there are four types of different edges attached to vi,
and we need to see how to get (pe, qe) from each type of the edge. We will first explain how to
get (pe, qe) for an edge e if e is not a dashed line. Then use this to give an equation relating evk

to bk and the Seifert pair associated to the dashed lines, notice that all the dashed lines have
the same Seifert pair (p, qk). We will then calculate evk in another way, and use this to get the
qk’s and the bk’s.

If e is on a string that ends at a valence one vertex then we get (pe, qe) from the continued
fraction associated to the string, i.e., pe/qe = [ae1, . . . , aeke ].

If e is on a string that leads to a node (when one makes G1 these do not exist, but they can be
there when we are going to make G2). We again get the Seifert pair from the continued fraction,
this time from the string between vk and the other node.

If e is an arrow, we get (pe, qe) from the triple (ne, de, re) attached to the arrow as pe/qe = re.
We can now write the equation relating evk , bk and (p, qk).

evk = d′k
qk
p
− bk +

∑
e

qe
pe
,(7)
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where the sum is taken over all edges at vk except the dashed lines, and d′k is the number of
dashed lines at vk. Notice that if vk = vi is a node sitting in a ∆i piece, then d′k = dj .

Returning to our example, if we use the leftmost node as v1, the equation becomes

ev1
= 3

q1
7
− b1 +

1

6
.

For one of the rightmost nodes the equation becomes

ev2 =
q1
7
− b2 +

1

2
+

2

3
=
q2
7
− b1 +

7

6
.

From the end of the proof of Theorem 6.3 in [Ped10] one gets that if vk sits in a ∆k piece,

evk =
λ2k
D
ẽvk/d.(8)

Remember we defined λk and d when we calculated p in the beginning of this section, and
D =

∏
l dl where the dl’s are the ideal generators of all the edges adjacent to vk in ΓeN−2

. Notice
that there is a mistake in the formula in [Ped10], there one only divides by dk and not D. It does
not change the result of that article, but it is important when one wants to actually calculate evk
as we do. Now neither ẽvk nor d are determined by ΓeN−2

, but proposition 2.3 gives a formula
for ẽvk/d only using ΓeN−2

(the proposition also works for graph orbifolds).
In our example we find that λ1 = λ2 = 3, ẽv1/d = −5/378 and ẽv2/d = −23/126, so

ev1 = −5/42 and ev2 = −23/42.
Now one finds an equation relating bk and qk by combining the equations (7) and (8). Since

bk is an integer this equation gives us an congruence equation mod p involving qk as the only
unknown. This equation involving qk might not determine qk( mod p), since it is possible that
qk is multiplied by a divisor of p. But the equation involving qi and the equation involving qj
together with the equation qiqj ≡ −1( mod p) enable us to find qi and qj ( mod p), and since
we know 0 ≤ qi, qj < p we can determine qi and qj .

In our example the equations relating b1 and q1 becomes

b1 = 3
q1
7

+
1

6
+

5

42
= 3

q1
7

+
2

7
,

and the equations relating b2 and q2 is

b2 =
q2
7

+
7

6
+

23

42
=
q2
7

+
12

7
.

We get that q1 = 4 and q2 = 2. Remember that p/q1 is the continued fraction associated to
the string replacing the dashed lines when seen from v1. We find bk by putting qk back into the
equation we just used. In our example this gives that b1 = 2 and b2 = 2.
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Replacing all the dashed lines with the strings corresponding to the continued fractions and
adding the bi’s one gets G1 from G̃1. In our example we get the following plumbing diagram:

−2
◦

−2

◦
−2
◦

−2
◦

−4
◦

−2
◦ −2

◦
G1 =

−6
◦

−2
◦

−2
◦

−4
◦

−2
◦ −2

◦−2
◦

−2
◦

−4
◦

−2
◦

−2
◦

−2
◦

−2

◦
.

If ΓeN−2
6= Γ, then one adds G1 to the collection of ∆i’s not used, and one repeats the process

by taking the two plumbing diagrams of this collection having arrows whose triples start with
N − 2. One continues this process until all the ∆i’s have been used, and the final GN−1 is then
a plumbing diagram for the universal abelian cover M̃ of M .

We will finish by performing the algorithm on a couple of other examples. We will leave the
details of the calculation to the readers.

Example 3.3. Let M be the manifold defined by the following plumbing diagram:
−2
◦−2

◦
−2
◦−2

◦
−4
◦

−2
◦−2

◦
−2
◦−2

◦
−2

◦
−2
◦ −2

◦ −2
◦ .

Its splice diagram is:

◦
◦ ◦

Γ =
v1
◦

2

3

44 5

e1

v2

◦
2

2

7 36

e2

v3

◦
2

5◦ ◦
◦ .

If we first cut along the edge called e1, we get:

◦
◦ ◦

Γe1 =
v1
◦

2

3

22 (1,2)
◦

(1,1)
◦

v2
◦5
2

2

7 36

e2

v3

◦
2

5◦ ◦
◦ ,
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and cutting along e2 gives us:

◦
◦ ◦

Γe2 =
v1
◦

2

3

22 (1,2)
◦

(1,1)
◦

v2
◦5
2

2

7 (2,1)
◦

(2,2)
◦

v3

◦18
2

5◦ ◦
◦

Γ1 Γ2 Γ3 .

Next one determines the 3 building blocks and gets the following plumbing diagrams:

−2
◦

−3
◦−2

◦
−2
◦−b1◦

(1,2,11/7)// −b2◦

(1,1,5/1)
jj

(1,1,5/1)

uu

(2,1,7/2)
55

(2,1,7/2)

**

−b3◦
(2,2,9/7)oo

−2
◦

−2
◦−2

◦
−3
◦

∆1 ∆2 ∆3 .

One first glues one copy of ∆2 to two copies of ∆3, and gets after calculating the strings and
weights at nodes:

−3
◦−2

◦−2
◦−2

◦
−2
◦−2

◦
−3
◦−5

◦
G1 =

−b2◦

(1,1,5/1)
gg

(1,1,5/1)

ww −5
◦ −2

◦
−3
◦−2

◦
−2
◦−2

◦ −2
◦ −3

◦ .

Then gluing two copies of ∆1 to G1 and calculating the strings and weights at nodes gives the
following plumbing diagram for the universal abelian cover:

−3
◦−2

◦
−2
◦−2

◦
−2
◦−2

◦
−2
◦

−2
◦−2

◦
−2
◦

−2
◦

−3
◦−2

◦
−7
◦

−5
◦

G =
−1
◦−2

◦
−7
◦

−5
◦−2

◦
−2
◦

−2
◦

−3
◦−2

◦
−2
◦

−2
◦−2

◦
−2
◦−2

◦
−2
◦ −3

◦ .
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Example 3.4. Let M be the graph manifold with the following plumbing diagram:
−3
◦

−2
◦−2

◦
−2
◦−3

◦
−3
◦

−2
◦

−2
◦−2

◦
−3
◦−2

◦−2
◦−2

◦ .
Its splice diagram is:

◦ ◦
Γ =

v1
◦

5

5

27 150
v2
◦

3

3◦ ◦ .
Cutting the edge gives us the one-node splice diagrams:

◦ ◦
Γ1 =

v0
◦

5

5

9 (1,3)
◦, Γ2 =

(1,5)
◦ 30

v1
◦

3

3◦ ◦ ,
and the building blocks become

∆1 =
−b1◦

(1,3,9/7):: (1,3,9/7)22
(1,3,9/7)//

(1,3,9/7)
,,

(1,3,9/7)
$$

∆2 =

[1]

−b2◦

(1,5,10/9)
hh

(1,5,10/9)

vv

(1,5,10/9)oo

.

So to create the plumbing diagram G of the universal abelian cover, we glue 3 copies of ∆1 to 5
copies of ∆2, we calculate the string and the weights at nodes, and get

−4
◦

−2
◦

−2
◦

−2
◦

−2
◦

−2
◦

−2
◦

−2
◦

−2
◦

−4
◦

−2
◦

−2
◦

−2
◦

[1]

−3
◦

[1]

−3
◦

−4
◦

[1]

−3
◦

[1]

−3
◦

−4
◦

[1]

−3
◦

,

where all the dashed lines represent strings identical to the string at the top. Notice that the
graph is not a planar graph. So any intersections between the strings represented by the dashed
lines do not represent intersections in G, just crossings arising from a planar projection of G,
which is what we see here.

Example 3.5. Let M be defined by the following plumbing diagram
−5
◦

−3
◦−1

◦
−4
◦−2

◦
−4
◦ −2

◦ .
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Its splice diagram is:

◦ ◦
Γ =

v1
◦

5

2

71 3
v2
◦

3

7◦ ◦ .
Since both ideal generators are 1, the one-node splice diagrams Γ1 and Γ2 have the same weights
as Γ, and the pairs added to the new leaves are (1, 1) for both. The building blocks become:

−2
◦

−2
◦−3

◦
−4
◦

∆1 =
−b1◦

(1,1,71/7)// ∆2 =
−b2◦

(1,1,1/0)oo −4◦
−2
◦−2

◦ −4◦ −2
◦ .

If we use Theorem 3.2 to find the values at the node of the closed Seifert fibered manifolds we
got the building blocks from, we will get that at the node in ∆1 the Euler number is −1 and
at the node in ∆2 the Euler number is −2. Gluing a copy of ∆1 to a copy of ∆2 and finding
the remaining Euler numbers gives us the following plumbing diagram for the universal abelian
cover of M :

−2
◦

−2
◦−3

◦
−4
◦−1

◦
−11
◦ −4◦

−2
◦−2

◦ −4◦ −2
◦ .

Notice that the Euler number of the rightmost node in the universal abelian cover is −11, which
is very different of the −2 that was the Euler number of the building block.
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MILNOR FIBERS OF REAL LINE ARRANGEMENTS

MASAHIKO YOSHINAGA

Abstract. We study Milnor fibers of complexified real line arrangements. We give a new
algorithm computing monodromy eigenspaces of the first cohomology. The algorithm is based

on the description of minimal CW-complexes homotopic to the complements, and uses the

real figure, that is, the adjacency relations of chambers. It enables us to generalize a vanishing
result of Libgober, give new upper-bounds and characterize the A3-arrangement in terms of

non-triviality of Milnor monodromy.

1. Introduction

The Milnor fiber is a central object in the study of the topology of complex hypersurface
singularities. In particular, the monodromy action on its cohomology groups has been inten-
sively studied. Monodromy eigenspaces contain subtle geometric information. For example, for
projective plane curves, the Betti numbers of Milnor fiber of the cone detect Zariski pairs [1].
In other words, Betti numbers of Milnor fiber of the cone of a plane curve are not in general
determined by local and combinatorial data of singularities.

In the theory of hyperplane arrangements, one of the central problems is to what extent
topological invariants of the complements are determined combinatorially. For example, the
cohomology ring is combinatorially determined (Orlik and Solomon [16]), while the fundamental
group is not (Rybnikov [1, 11]). Between these two cases, local system cohomology groups and
monodromy eigenspaces of Milnor fibers recently received a considerable amount of attention.

There are several ways to compute monodromy eigenspaces of the Milnor fiber, especially
for line arrangements. One is the topological method developed by Cohen and Suciu [4]. They
first give a presentation of the fundamental group of the complement. Then, using Fox calculus,
they compute the monodromy eigenspaces. Another approach is the algebraic method, which
computes the multiplicities of monodromy eigenvalues as the superabundance of singular points.
This approach has recently been well developed, especially for line arrangements having only
double and triple points [14].

The purpose of this paper is to develop a topological method of computing Milnor monodromy
for complexified real arrangements following Cohen and Suciu. The new ingredient is a recent
study of minimal cell structures for the complements of complexified real arrangements [19,
22]. By using the description of twisted minimal chain complexes, we obtain an algorithm
which computes monodromy eigenspaces directly from real figures without passing through the
presentations of π1.

The paper is organized as follows. In §2 we recall a few results which are used in this paper.
§3 is the main section of the paper. First, in §3.1, we introduce discrete geometric notions, the
so-called k-resonant band and the standing wave on this band. These notions are used in §3.2 for
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the computation of eigenspaces. Several consequences of our algorithm are discussed in §3.3, §3.4
and §3.5. Among other things, we prove that if the arrangement contains more than 6 lines and
the cohomological monodromy action (of degree one) is non-trivial, then each line has at least
three multiple points (see Corollary 3.24 for a precise statement). Such arrangements have been
studied in discrete geometry as “configurations”, and several examples are provided in [8, 9]. In
§4, we apply our algorithm to arrangements appearing in papers by Grünbaum [8, 9]. We also
present several examples and conjectures.

2. Preliminaries

2.1. Milnor fiber of arrangements. Let A = {H1, . . . ,Hn} be an affine line arrangement
in R2 with the defining equation QA(x, y) =

∏n
i=1 αi, where αi is a defining linear equation

for Hi. In this paper, we assume that not all lines are parallel (or equivalently, A has at least
one intersection). The coning cA of A is an arrangement of n + 1 planes in R3 defined by the
equation QcA(x, y, z) = zn+1Q(xz ,

y
z ). The line {z = 0} ∈ cA is called the line at infinity and is

denoted by H∞. The space M(A) = C2 \ {QA = 0} = P2
C \ {QcA = 0} is called the complexified

complement. In this article, A always denotes a line arrangement in R2 and cA denotes a line
arrangement in RP2. We call p ∈ RP2 a multiple point if the multiplicity of cA at p (that is, the
number of lines passing through p) is greater than or equal to 3.

Definition 2.1. FA = {(x, y, z) ∈ C3 | QcA(x, y, z) = 1)} is called the Milnor fiber of A. The
automorphism ρ : FA −→ FA, (x, y, z) 7−→ (ζx, ζy, ζz), with ζ = exp(2πi/(n+ 1)), is called the
monodromy action.

The automorphism ρ has order n + 1. It generates the cyclic group 〈ρ〉 ' Z/(n + 1)Z. The
monodromy ρ induces a linear map ρ∗ : H1(FA,C) −→ H1(FA,C). Since (ρ∗)n+1 is the identity,
we have the eigenspace decomposition H1(FA,C) =

⊕
λn+1=1H

1(FA,C)λ, where H1(FA,C)λ is

the the set of λ-eigenvectors with eigenvalue λ ∈ C∗. When λ = 1, H1(FA)1 = H1(FA)ρ
∗

is the
subspace of elements fixed by ρ∗, which is isomorphic to H1(FA/〈ρ〉). It is easily seen that the
quotient by the monodromy action is FA/〈ρ〉 ' M(A). Therefore, the 1-eigenspace of the first
cohomology is combinatorially determined, H1(FA)1 ' H1(M(A)) ' Cn. In general, let Lλ be
a complex rank one local system associated with a representation

π1(M(A)) −→ C∗, γH 7−→ λ,

where γH is a meridian loop of the line H. Then it is known that

(1) H1(FA)λ ' H1(M(A),Lλ).

(See [4] for details.)

2.2. Multinets and Milnor monodromy. In this section, we recall a relation between the
combinatorial structures known as multinets and the eigenvalues of Milnor monodromy. We note
that a k-multinet gives a lower bound on the eigenspace.

Definition 2.2. A k-multinet on cA is a pair (N ,X ), where N is a partition of cA into k ≥ 3
classes A1, . . . ,Ak and X is a set of multiple points such that

(i) |A1| = · · · = |Ak|;
(ii) H ∈ Ai and H ′ ∈ Aj (i 6= j) imply that H ∩H ′ ∈ X ;
(iii) for all p ∈ X , |{H ∈ Ai | H 3 p}| is constant and independent of i;
(iv) for any H,H ′ ∈ Ai (i = 1, . . . , k), there is a sequence H = H0, H1, . . . ,Hr = H ′ in Ai

such that Hj−1 ∩Hj /∈ X for 1 ≤ j ≤ r.

The following is a consequence of [7, Theorem 3.11] and [6, Theorem 3.1 (i)]
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Theorem 2.3. Suppose there exists a k-multinet on cA for some k ≥ 3 and set λ = e2πi/k.
Then

dimH1(FA)λ ≥ k − 2.

2.3. Twisted minimal cochain complexes. In this section, we recall the construction of the
twisted minimal cochain complex from [19, 20, 21], which will be used for the computation of
the right hand side of (1).

A connected component of R2 \
⋃
H∈AH is called a chamber. The set of all chambers is

denoted by ch(A). A chamber C ∈ ch(A) is called bounded (resp. unbounded) if the area is
finite (resp. infinite). For an unbounded chamber U ∈ ch(A), the opposite unbounded chamber
is denoted by U∨ (see [21, Definition 2.1] for the definition; see also Figure 1 below).

Let F be a generic flag in R2

F : ∅ = F−1 ⊂ F0 ⊂ F1 ⊂ F2 = R2,

where Fk is a generic k-dimensional affine subspace.

Definition 2.4. For k = 0, 1, 2, define the subset chkF (A) ⊂ ch(A) by

chkF (A) := {C ∈ ch(A) | C ∩ Fk 6= ∅, C ∩ Fk−1 = ∅}.

The set of chambers decomposes into a disjoint union as

ch(A) = ch0F (A) t ch1F (A) t ch2F (A).

The cardinality of chkF (A) is equal to bk(M(A)) for k = 0, 1, 2.
We further assume that the generic flag F satisfies the following conditions:

• F1 does not separate intersections of A,
• F0 does not separate n-points A ∩ F1.

Then we can choose coordinates x1, x2 so that F0 is the origin (0, 0), F1 is given by x2 = 0, all
intersections of A are contained in the upper-half plane {(x1, x2) ∈ R2 | x2 > 0} and A ∩ F1 is
contained in the half-line {(x1, 0) | x1 > 0}.

We set Hi ∩F1 to have coordinates (ai, 0). By changing the numbering of lines and the signs
of the defining equation αi of Hi ∈ A we may assume that

• 0 < a1 < a2 < · · · < an,
• the origin F0 is contained in the negative half-plane H−i = {αi < 0}.

We set chF0 (A) = {U0} and chF1 (A) = {U1, . . . , Un−1, U
∨
0 } so that Up∩F1 is equal to the interval

(ap, ap+1) for p = 1, . . . , n− 1. It is easily seen that the chambers U0, U1, . . . , Un−1 and U∨0 have
the following expression:

U0 =

n⋂
i=1

{αi < 0},

Up =

p⋂
i=1

{αi > 0} ∩
n⋂

i=p+1

{αi < 0}, (p = 1, . . . , n− 1),

U∨0 =

n⋂
i=1

{αi > 0}.

(2)

The notations introduced to this point are illustrated in Figure 1.
Let L be a complex rank-one local system on M(A). The local system L is determined by

non-zero complex numbers (monodromy around Hi) qi ∈ C∗, i = 1, . . . , n. Fix a square root

q
1/2
i ∈ C∗ for each i.
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Figure 1. Numbering of lines and chambers.

Definition 2.5. (1) For C,C ′ ∈ ch(A), let us denote by Sep(C,C ′) the set of lines Hi ∈ A
which separate C and C ′.
(2) Define the complex number ∆(C,C ′) ∈ C by

∆(C,C ′) :=
∏

Hi∈Sep(C,C′)

q
1/2
i −

∏
Hi∈Sep(C,C′)

q
−1/2
i .

Now we construct the cochain complex (C[ch•F (A)], dL).

(i) The map dL : C[ch0F (A)] −→ C[ch1F (A)] is defined by

dL([U0]) = ∆(U0, U
∨
0 )[U∨0 ] +

n−1∑
p=1

∆(U0, Up)[Up].

(ii) dL : C[ch1F (A)] −→ C[ch2F (A)] is defined by

dL([Up]) = −
∑

C∈ch2F (A)
αp(C)>0
αp+1(C)<0

∆(Up, C)[C] +
∑

C∈ch2F (A)
αp(C)<0
αp+1(C)>0

∆(Up, C)[C], (for p = 1, . . . , n− 1),

dL([U∨0 ]) = −
∑

αn(C)>0

∆(U∨0 , C)[C].

Example 2.6. Let A = {H1, . . . ,H5}, and let the flag F be as in Figure 1. Then

dL([U0]) = ([U1], [U2], [U3], [U4], [U∨0 ])


q
1/2
1 − q−1/21

q
1/2
12 − q

−1/2
12

q
1/2
123 − q

−1/2
123

q
1/2
1234 − q

−1/2
1234

q
1/2
12345 − q

−1/2
12345

 ,

dL([U1], [U2], [U3], [U4], [U∨0 ]) = ([U∨1 ], [U∨2 ], [U∨3 ], [U∨4 ], [C1], [C2])

×



q
1/2
12345 − q

−1/2
12345 0 0 0 −(q

1/2
1 − q−1/21 )

q
1/2
125 − q

−1/2
125 −(q

1/2
15 − q

−1/2
15 ) 0 q

1/2
1345 − q

−1/2
1345 −(q

1/2
134 − q

−1/2
134 )

q
1/2
1235 − q

−1/2
1235 0 −(q

1/2
15 − q

−1/2
15 ) q

1/2
145 − q

−1/2
145 −(q

1/2
14 − q

−1/2
14 )

0 0 0 q
1/2
12345 − q

−1/2
12345 −(q

1/2
1234 − q

−1/2
1234 )

q
1/2
12 − q

−1/2
12 −(q

1/2
1 − q−1/21 ) 0 0 0

0 0 −(q
1/2
5 − q−1/25 ) q

1/2
45 − q

−1/2
45 −(q

1/2
4 − q−1/24 )


.
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Theorem 2.7. Under the above notation, (C[ch•F (A)], dL) is a cochain complex and

Hk(C[ch•F (A)], dL) ' Hk(M(A),L).

See [19, 20, 21] for details.

3. Resonant band algorithm

Let A = {H1, . . . ,Hn} be an arrangement of affine lines in R2, and let F be a generic flag as
in §2.3.

Fix an integer k > 1 with k|(n + 1), and set λ = e2πi/k. In this section, we will give an
algorithm for computing the λ-eigenspace H1(FA)λ of the first cohomology of a Milnor fiber.

3.1. Resonant bands and standing waves.

Definition 3.1. A band B is a region bounded by a pair of consecutive parallel lines Hi and
Hi+1.

Each band B includes two unbounded chambers U1(B), U2(B) ∈ ch(A). By definition, U1(B)
and U2(B) are opposite each other, U1(B)∨ = U2(B) and U2(B)∨ = U1(B).

Define the adjacency distance d(C,C ′) between two chambers C and C ′ to be the number of
lines H ∈ A that separate C and C ′, that is,

d(C,C ′) = |Sep(C,C ′)|.

The distance d(U1(B), U2(B)) is called the length of the band B.

Remark 3.2. Let B be the closure of B in the real projective plane RP2. B intersects H∞ in
one point, B ∩ H∞. Each line H ∈ A ∪ {H∞} either passes B ∩ H∞ or separates U1(B) and
U2(B). Therefore the length of B is equal to n+ 1−mult(B ∩H∞).

Definition 3.3. A band B is called k-resonant if the length of B is divisible by k. We denote
the set of all k-resonant bands by RBk(A).

To a k-resonant band B ∈ RBk(A), we can associate a standing wave ∇(B) ∈ C[ch(A)] on
the band B as follows:

∇(B) =
∑

C∈ch(A),
C⊂B

(
e
πid(U1(B),C)

k − e−
πid(U1(B),C)

k

)
· [C]

=
∑

C∈ch(A),
C⊂B

(
λ
d(U1(B),C)

2 − λ−
d(U1(B),C)

2

)
· [C]

= 2i ·
∑

C∈ch(A),
C⊂B

sin

(
πd(U1(B), C)

k

)
· [C].

(3)

Remark 3.4. Since the length d(U1(B), U2(B)) of the band B is divisible by k, the coefficients
of [U1(B)] and [U2(B)] in the linear combination in (3) are zero. Hence the chambers in the
summations in (3) run only over bounded chambers contained in B. We also note that exchanging
of U1(B) and U2(B) affects at most the sign of ∇(B).

Remark 3.5. To indicate the choice of U1(B) and U2(B), we always put the name B of the
band in the unbounded chamber U1(B) (see Figure 2).
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3.2. Eigenspaces via resonant bands. The map B 7−→ ∇(B) can be naturally extended to
the linear map

(4) ∇ : C[RBk(A)] −→ C[ch(A)].

Theorem 3.6. The kernel of ∇ is isomorphic to the λ-eigenspace of the Milnor fiber monodromy,
that is,

Ker (∇ : C[RBk(A)] −→ C[ch(A)]) ' H1(FA)λ.

In particular, dimH1(FA)λ is equal to the number of linear relations among the standing waves
∇(B), B ∈ RBk(A).

Proof. Let Lλ be the rank-one local system on M(A) defined by q1 = · · · = qn = λ ∈ C∗ (see
§2.1 and §2.3). In this case, ∆(C,C ′) depends only on the adjacency distance d(C,C ′), or more
precisely,

∆(C,C ′) = λ
d(C,C′)

2 − λ−
d(C,C′)

2 .

Now, we consider the first cohomology group H1(C[ch•F (A)], dL) of the twisted minimal cochain
complex. The image dL : C[ch0F (A)] −→ C[ch1F (A)] is generated by

dL([U0]) =

n−1∑
p=1

(λ
p
2 − λ−

p
2 )[Up] +

(
λ
n
2 − λ−n2

)
[U∨0 ].

Since λ = e2πi/k with k > 1 and k|(n + 1), we have λ
n
2 − λ−n2 = λ−

n
2 (λn − 1) 6= 0. Thus the

coefficient of [U∨0 ] in dL([U0]) is non-zero. Define the subspace V of C[ch1F (A)] by

V =

n−1⊕
p=1

C · [Up]

( ' Coker
(
dL : C[ch0F (A)] −→ C[ch1F (A)]

)
).

(5)

Then H1(C[ch•F (A)], dL) is isomorphic to Ker
(
dL|V : V −→ C[ch2F (A)]

)
. It is sufficient to show

that Ker(dL|V ) ' Ker∇, which will be done in several steps. Suppose that

ϕ =

n−1∑
p=1

cp · [Up] ∈ Ker(dL|V ).

(i) If Hi and Hi+1 are not parallel, then ci = 0.

Note that if j 6= i, then the chamber [U∨i ] does not appear in dL([Uj ]). Thus the coefficient of
[U∨i ] in

dL(ϕ) =

n−1∑
p=1

cp · dL([Up])

is ci ·∆(Ui, U
∨
i ) = ci(λ

n
2 − λ−n2 ). This equals zero if and only if ci = 0.

Now we may assume that ϕ =
∑
p cp · [Up] ∈ Ker(dL) is a linear combination of [Up]s such

that Hp and Hp+1 are parallel. Suppose that Hi and Hi+1 are parallel and denote by Bi the
band determined by these lines.

(ii) If Bi is not k-resonant, then ci = 0.

In this case, ∆(Ui, U
∨
i ) = λ

d(Ui,U
∨
i )

2 −λ−
d(Ui,U

∨
i )

2 . By the assumption that d(Ui, U
∨
i ) is not divisible

by k, we have ∆(Ui, U
∨
i ) 6= 0. Since ϕ is a linear combination of [Up]s with parallel boundaries

Hp and Hp+1, the term [U∨i ] appears only in dL([Ui]), which is equal to ci · ∆(Ui, U
∨
i )[U∨i ].

Therefore ci = 0.
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Finally we may assume that ϕ is a linear combination of [Up]s such that the boundaries Hp

and Hp+1 are parallel and the length of the corresponding band Bp is divisible by k. In this
case, it is straightforward to check that the maps dL and ∇ are identical. This completes the
proof. �

Example 3.7. (A3-arrangement, A(6, 1) or B6) The three arrangements in Figure 2 are pro-
jectively equivalent, and are respectively called A3-arrangement, A(6, 1) or B6. (See §4 for the
latter two notations.) We use the left figure to compute dimH1(FA)λ. (The symbol∞ indicates
that the line at infinity is an element of A.) Since |cA| = n + 1 = 6, k ∈ {2, 3, 6} and we have
RB2(A) = RB6(A) = ∅, RB3(A) = {B1, B2}. By definition, we have

∇(B1) =
√
−3 · [C1] +

√
−3 · [C2]

∇(B2) =
√
−3 · [C1] +

√
−3 · [C2].

Hence we have a linear relation ∇(B1 − B2) = 0 and dimH1(FA)λ = 1 for λ = e2πi/3. (Hence
the A3-arrangement is pure-tone; see Definition 4.1.)

�
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�
�
�
�
�
�
�
�
�
�
�∞ B1

U1(B1)

U2(B1)

B2 U1(B2) U2(B2)
C1

C2

�
�
�
�
�
�
�
�@

@
@
@
@
@
@
@

Figure 2. The A3-arrangement (= A(6, 1) = B6)

Example 3.8. (A(12, 2) from [8]) Let A be the line arrangement in Figure 3 (together with
the line at infinity). Then |cA| = n + 1 = 12. There are seven bands, B1, . . . , B7. Among
them, B5, B6 and B7 have length 7 which is coprime with 12 so we can ignore them. We have
RB3(A) = {B1, B4} and RB2(A) = RB4(A) = {B2, B3}. First consider the case k = 3. Then

∇(B1) =
√
−3 · [C1] + . . . ,

∇(B4) =
√
−3 · [C6] + . . . .

Since the chamber C6 is not contained in the band B1, it does not appear in the linear com-
bination for ∇(B1). Hence ∇(B1) and ∇(B4) are linearly independent. We conclude that
H1(FA)λ = 0 for λ = e2πi/3. The cases k = 2 and k = 4 are similar. More precisely, since
B2, B3 ∈ RB2(A) = RB4(A) are parallel and they do not overlap, ∇(B2) and ∇(B3) are lin-
early independent. Consequently we have H1(FA) 6=1 = 0 and so the cohomology does not have
non-trivial eigenvalues.

The argument used in Example 3.8 is generalized in the next section. See §4 for further
examples.
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Figure 3. A(12, 2)

Remark 3.9. The cohomology of the Milnor fiber H1(FA) depends only on the projective
arrangement A ∪ {H∞}. The change of the line at infinity H∞ sometimes makes the structure
of resonant bands RBk simpler. This fact will be used in Corollary 3.16.

3.3. Vanishing. Fix k and λ as above. We describe some corollaries to Theorem 3.6.

Corollary 3.10. If RBk(A) = ∅, then H1(FA)λ = 0.

Proof. Since C[RBk(A)] = 0, obviously Ker(∇ : C[RBk(A)]→ C[ch(A)]) = 0. By Theorem 3.6,
H1(FA)λ = 0. �

Using the interpretations in Remark 3.2, we have the following.

Proposition 3.11. A band B is k-resonant if and only if mult(B ∩H∞) is divisible by k.

Corollary 3.12. Suppose that there are no points on H∞ where the multiplicity of

cA = A ∪ {H∞}
is divisible by k. Then H1(FA)λ = 0.

Proof. By Proposition 3.11, the assumption is equivalent to RBk(A) = ∅. We then use Corollary
3.10. �

Remark 3.13. Corollary 3.12 is proved by Libgober [13, Corollary 3.5] for more general complex
arrangement cases.

For the real case, we obtain a stronger result as follows.

Theorem 3.14. Suppose that all k-resonant bands are parallel to each other. Then H1(FA)λ = 0.

Proof. By the assumption, RBk(A) = {B1, . . . , Bm} consists of parallel bands. Now, the sup-
ports of ∇(B1), . . . ,∇(Bm), that is, the set of chambers appearing in each standing wave, are
mutually disjoint. They are obviously linearly independent. (Recall that, in this paper, we as-
sume that the arrangement A has at least one intersection.) Hence H1(FA)λ = 0. (See Example
3.8.) �

Corollary 3.15. Suppose that there is at most one point p ∈ H∞ such that the multiplicity of
cA = A ∪ {H∞} at p is divisible by k. Then H1(FA)λ = 0.
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Proof. Again by Proposition 3.11, the assumption is equivalent to RBk(A) consisting of parallel
bands. We then use Theorem 3.14. �

Let us denote by H1(FA)6=1 =
⊕
λ6=1

H1(FA)λ the direct sum of non-trivial eigenspaces. The

following is immediate from Corollary 3.15 and Remark 3.9.

Corollary 3.16. (1) Suppose that H1(FA)λ 6= 0. Then each line H ∈ cA = A∪ {H∞} has
at least two multiple points, such that the multiplicity is divisible by k.

(2) Suppose that H1(FA)6=1 6= 0. Then each line H ∈ cA = A ∪ {H∞} has at least two
multiple points.

Proof. Let H be such a line. Choose an affine open set in such a way that H is a line at
infinity. �

Remark 3.17. We do not know whether Corollary 3.16 holds for complex arrangements. We
will prove a stronger result in §3.5.

3.4. Upper-bound. Recall that two lines H,H ′ in the real projective plane RP2 divide the
space into two regions.

Definition 3.18. Let cA be a line arrangement in the real projective plane RP2. Then the
pair of lines Hi, Hj ∈ cA is said to be a sharp pair if all intersection points of cA \ {Hi, Hj}
are contained in one of two regions or lie on Hi ∪Hj . (In other words, there are no intersection
points in one of the two regions determined by Hi and Hj .)

Example 3.19. A fiber-typer arrangement has a sharp pair of lines.

Example 3.20. In the Pappus arrangement (Figure 7), the line at infinity and the leftmost
vertical line form a sharp pair. So do the two boundary lines of the band B1. Furthermore,
all line arrangements appearing in this paper contain sharp pairs of lines. (There also exist
arrangements which have no sharp pairs.)

Theorem 3.21. Assume that the arrangement cA contains a sharp pair of lines. Then:

(i) dimH1(F )λ ≤ 1 for λ 6= 1.
(ii) Suppose that the pair H1, H2 ∈ cA is sharp. Let p = H1 ∩H2 be the intersection. If the

multiplicity of cA at p is not divisible by k, then H1(F )λ = 0 for λ = e2πi/k.

Proof. By the PGL3(C) action, we may assume that the line at infinity H∞ and H1 = {x = 0}
form a sharp pair and that there are no intersections in the region {(x, y) ∈ R2 | x < 0} (see
Figure 3). The intersection is p = H∞ ∩ H1 = {(0 : 1 : 0)}. Let B be a horizontal (that
is, non-vertical) band, that does not passing through the point p. Denote by CB the leftmost
bounded chamber in B (e.g., in Figure 3, CB1

= C1, CB2
= C3, CB3

= C4 and CB4
= C6).

First, consider the case where the multiplicity of cA at p is not divisible by k. Then all
k-resonant bands are horizontal. Let B ∈ RBk(A). Then

(6) ∇(B) = 2i sin
(π
k

)
· [CB ] + · · · ,

and so [CB ] has a non-zero coefficient. Since CB is contained in the unique k-resonant band B,
[CB ] does not appear in the linear combinations of other k-resonant bands. Hence,

∇(B), B ∈ RBk(A)

are linearly independent. Thus (ii) is proved.



MILNOR FIBERS OF REAL LINE ARRANGEMENTS 229

Now we assume that the multiplicity of A at p is divisible by k. In this case, there are vertical
k-resonant bands. Denote by Bleft the leftmost vertical band (in Figure 3, Bleft = B5). Suppose
that

cleft ·Bleft + · · · ∈ Ker(∇).

Let B ∈ RBk(A) be a horizontal k-resonant band. Then, since CB is contained in only B and
Bleft, the coefficient cleft of Bleft determines the coefficient of B. The coefficients of other
vertical k-resonant bands are also determined by those of the horizontal bands. Hence Ker(∇)
is at most one-dimensional. �

Example 3.22. Let A be as in Figure 4, with |cA| = 12. Let k = 3. Then

RB3 = {B1
1 , B

1
2 , B

1
3 , B

1
4 , B

2
1 , B

2
2 , B

2
3 , B

2
4}

contains eight bands. Suppose that
∑2
i=1

∑4
j=1 cij [B

i
j ] ∈ Ker(∇). By computing

2∑
i=1

4∑
j=1

cij∇(Bij),

as in the figure, we conclude that all the coefficients are cij = 0. Hence H1(FA)λ = 0 for

λ = e2πi/3. Note that the multiple points on the diagonal line are triple points. If we put the
diagonal line at infinity, then RB2 = RB4 = RB6 = ∅. Therefore,

H1(FA)−1 = H1(FA)i = H1(FA)e2πi/6 = 0

by Corollary 3.16.

"
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"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"
"∞
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1 B1

2 B1
3 B1

4

B2
1

B2
2

B2
3

B2
4

c11+c21

c11+c21

c22

−c11+c23

−c11+c24

c12

c12

c22

−c12+c23

−c12+c24

c13−c21

c13−c22

−c23

−c13

−c13

c14−c21

c14−c22

−c23

−c14−c24

−c14−c24

Figure 4. Example 3.22
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3.5. A characterization of the A3-arrangement. Now we give a characterization of the
A3-arrangement in terms of non-trivial Milnor monodromy.

Theorem 3.23. Assume that H1(FA)λ 6= 0 with λ = e2πi/k 6= 1, and that the set of k-resonant
bands RBk(A) consists of at most two directions (this condition is equivalent to H∞ containing
at most two multiple points which have multiplicities divisible by k). Then cA is equivalent to
the A3-arrangement.

Proof. If RBk(A) consists of one direction, then by Theorem 3.14, H1(FA)λ = 0. Thus we
may assume that RBk(A) consists of two directions. After a suitable change of coordinates, we
assume the following (see Figure 5):

• RBk(A) = {B1
1 , B

1
2 , . . . , B

1
p , B

2
1 , B

2
2 , . . . , B

2
q}.

• B1
1 , B

1
2 , . . . , B

1
p are parallel to the vertical line x = 0 and may be expressed as

B1
i = {(x, y) ∈ R2 | ai < x < ai+1}

with a1 < · · · < ap+1. The lines H1
i = {x = ai}, i = 1, . . . , p + 1, which are vertical

lines, are boundaries of these bands.
• B2

1 , B
2
2 , . . . , B

2
q are parallel to the horizontal line y = 0 and may be expressed as

B2
i = {(x, y) ∈ R2 | bi < y < bi+1}

with b1 < · · · < bq+1. The lines H2
i = {y = bi}, i = 1, . . . , q + 1, which are horizontal

lines, are boundaries of these bands.

• Let
p∑
i=1

c1i ·B2
i +

q∑
i=1

c2i ·B2
i ∈ Ker(∇) be a non-trivial relation among k-resonant bands.

σ

B1
1 B1

2 · · · B1
p

H1
1 H1

2 H1
p+1

B2
1

...

B2
q

H2
1

H2
q+1

K
�
�
�
�
�
�
�
�
�
�
�
�

C

#
#
#
#
#
#
#
#
#
#
#
#
#
#

K

Figure 5. Proof of Theorem 3.23

The multiplicity of cA at (0 : 1 : 0) = B1
i ∩ H∞ is p + 2, which must be divisible by k by

Proposition 3.11. Hence p can be expressed as p = ks − 2 (s ∈ Z>0). Similarly, set q = kt − 2
(t ∈ Z>0). So far, together with H∞, we have (s+t)k−1 lines. The remaining n+1−(s+t)k+1
can be expressed as ku + 1, which in particular cannot be zero. We prove that (1) u = 0, (2)
k = 3, (3) p = q, (4) p = q = 1, and conclude that cA is the A3-arrangement.

(1) We first prove that u = 0. Consider the open segment

σ = {(x : y : 1) ∈ R2 | y = b1,−∞ < x < a1} ⊂ H2
1



MILNOR FIBERS OF REAL LINE ARRANGEMENTS 231

which is bounded by the two points (1 : 0 : 0) and (a1 : b1 : 1). (See Figure 5.) Let us prove
that there are no intersections on σ. Suppose that the line K ∈ A intersects σ. The leftmost
chamber C in B2

1 is not contained in the other k-resonant bands and satisfies d(U1(B2
1), C) = 1.

Since

∇(B1
1) = 2i sin

(π
k

)
· [C] + · · · ,

and the coefficient of [C] is non-zero, we have c21 = 0. This implies that

c11 = c12 = · · · = c1p = 0.

Then we have c22 = · · · = c2q = 0. This contradicts the hypothesis that H1(FA)λ 6= 0. This
contradiction proves that there are no intersections on the segment σ. Similarly there are no
intersections on the seven other similar segments, that is, the boundaries of the four regions

{(x : y : 1) | x < a1, y < b1}, {(x : y : 1) | x < a1, y > bq},
{(x : y : 1) | x > ap, y < b1}, {(x : y : 1) | x > ap, y > bq}.

Thus K ∈ A must be one of the two diagonals

K1 = the line connecting (a1 : b1 : 1) and (ap : bq : 1),

K2 = the line connecting (ap : b1 : 1) and (a1 : bq : 1).

Hence ku+ 1 ≤ 2, and we have u = 0.
(2) Now we prove k = 3. Using the above notation, we may assume that

A = {H1
1 , . . . ,H

1
ks−1, H

2
1 , . . . ,H

2
kt−1,K},

where K is the diagonal line connecting (a1 : b1 : 1) and (ap : bq : 1). Then the point (a1 : b1 : 1)
has multiplicity 3. The line H1

1 has exactly two multiple points, (a1 : b1 : 1) and (0 : 1 : 0). By
Corollary 3.16, k is a common divisor of 3 and the multiplicity of (0 : 1 : 0). Since k 6= 1, we
have k = 3.

(3) If p 6= q, then there exists a (either vertical or horizontal) line which intersects the diagonal
line K normally (that is, with multiplicity 2, the right-hand side of Figure 5). Then the line has
only one multiple point on H∞ (either (0 : 1 : 0) or (1 : 0 : 0)). This contradicts Corollary 3.16.
Hence p = q.

(4) If p = q > 1, then we can prove that H1(FA)e2πi/3 = 0 by an argument similar to Example
3.22. Hence p = q = 1. This obviously implies that cA is isomorphic to the A3-arrangement. �

Corollary 3.24. Assume that A is a real arrangement as above, and assume that

|cA| = n+ 1 ≥ 7.

If H1(FA)λ 6= 0, then each line H ∈ cA passes through at least three multiple points which have
multiplicities divisible by k.

Remark 3.25. We do not know whether Theorem 3.23 and Corollary 3.24 hold for complex
arrangements.

4. Examples and Conjectures

By the previous result (Corollary 3.24), the Milnor fiber cohomology has non-trivial eigenspaces
only when each line has at least three multiple points. Classes of line arrangements known
as “simplicial arrangements” and “configurations” provide such examples. In this section, we
present examples of non-trivial eigenspaces H1(FA)6=1 6= 0.
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4.1. Observation. As far as the author knows, all examples of real arrangements with

H1(FA)6=1 6= 0

have the following “pure-tone” property, that is, only the third root of 1 appears with multiplicity
one.

Definition 4.1. A is said to be pure-tone if H1(FA)λ = 0 for λ3 6= 1 and dimH1(FA)λ = 1 for
λ = e±2πi/3.

Furthermore, it is observed that all known examples with H1(FA)6=1 6= 0 satisfy

• cA has a sharp pair of lines,
• cA has a k-multinet structure with k = 3.

These two properties imply by Theorem 3.21 and Theorem 2.3 that A is pure-tone.

4.2. Simplicial arrangements. Let A = {H1, . . . ,Hn} be a line arrangement in R2. Then the
projective arrangement cA = A ∪ {H∞} in the real projective plane RP2 is called simplicial if
each chamber is a triangle. Grünbaum [8] presents a catalogue of known simplicial arrangements
with up to 37 lines (see [5] for additional information).

Notation. The symbol ∞ in a figure indicates that the (n + 1)-st line is H∞. The notation
A(n, k) comes from [8], which is the k-th simplicial arrangement of n-lines.

Example 3.7 can be generalized in two ways.

Definition 4.2. For a positive integer n ∈ Z>0, A(2n, 1) is described as follows. Starting with
a regular convex n-gon in the Euclidean plane, A(2n, 1) is obtained by taking n lines determined
by the sides of the n-gon together with the n-lines of symmetry of that n-gon. A(2n, 1) is a
simplicial arrangement of 2n-lines.

Obviously, the A3-arrangement is equivalent to A(6, 1).

Example 4.3. Let cA = A(12, 1) (Figure 6). Then RB3(A) = {B1, . . . , B7}.

∇(B2) =
√
−3(C1 +C3 −C5 −C6 +C8 +C10)

∇(B3) =
√
−3(C1 +C3 −C7 −C9 )

∇(B6) =
√
−3( C2 +C4 −C8 −C10)

∇(B7) =
√
−3( C2 +C4 −C5 −C6 +C7 +C9 )

Hence we have a linear relation

∇(B2)−∇(B3) +∇(B6)−∇(B7) = 0,

and so we have that A(12, 1) is pure-tone.

More generally, using Theorem 2.3 and Theorem 3.21, we can prove that A(6m, 1) is pure-
tone. All other examples except for A(6m, 1) in the catalogue [8] (and [5]) satisfy H1(FA)6=1 = 0.
It seems natural to pose the following.

Conjecture 4.4. Assume that cA is a simplicial arrangement. Then the following are equiva-
lent.

(a) cA = A(6m, 1) for some m > 0.
(b) H1(FA) 6=1 6= 0.
(c) A is pure-tone.
(d) cA has a k-multinet structure for some k ≥ 3.
(e) cA has a 3-multinet structure.
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∞

B1

B2

B3 B4 B5 B6

B7

1 2

3 4

5 6

7 8

9 10

Figure 6. A(12, 1)

4.3. Zoo of non-trivial eigenspaces.

Example 4.5. Let cA be the Pappus arrangement (Figure 7), so that |cA| = n + 1 = 9. Let
k = 3. Then RB3(A) = {B1, B2, B3}. By the expressions

∇(B1) =
√
−3(C1 +C3 −C9 −C11)

∇(B2) =
√
−3(C1 +C2 +C3 +C4 −C8 −C9 −C10 −C11)

∇(B3) =
√
−3( C2 +C4 −C8 −C10 )

there is a unique relation ∇(B1) − ∇(B2) + ∇(B3) = 0. Hence the Pappus arrangement is
pure-tone.
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Figure 7. Pappus arrangement (Example 4.5)
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Example 4.6. (Taken from [9, page 244].) Let A be as in the right-hand side of Figure 8. Then
|cA| = n+ 1 = 12 and RB3(A) = {B1, . . . , B5}. There is a unique linear relation

∇(B1)−∇(B2) +∇(B3)−∇(B4) = 0

(B5 does not appear). Hence A is pure-tone.

∞

B1 B2 B3

B4

B5

Figure 8. Example 4.6

Example 4.7. (Taken from [9, page 244].) Let A be as in the right-hand side of Figure 9. Then
|cA| = n+ 1 = 12 and RB3(A) = {B1, . . . , B4}. There is a unique linear relation

∇(B1)−∇(B2) +∇(B3)−∇(B4) = 0.

Hence A is pure-tone.

Example 4.8. (Taken from [9, page 44].) Let A be as in the right-hand side of Figure 10. Then
|cA| = n+ 1 = 15 and RB3(A) = {B1, . . . , B7}. There is a unique linear relation

∇(B1)−∇(B3) +∇(B4)−∇(B6) +∇(B7) = 0

(B2 and B5 do not appear). Hence A is pure-tone.

Definition 4.9. For a positive integer m ∈ Z>0, B3m is described as follows. Starting with a
regular convex 2m-gon in the Euclidean plane, B3m is obtained by taking 2m lines determined
by the sides of the 2m-gon together with m-diagonal lines connecting opposite vertices. (Note
that B6 is equivalent to the A3-arrangement, see Figure 2.)

Example 4.10. Using Theorem 2.3 and Theorem 3.21, we can prove that the B3m-arrangement
is pure-tone.
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∞

B1

B2

B3

B4

Figure 9. Example 4.7

∞

B1

B2 B3 B4 B5 B6

B7

Figure 10. Example 4.8
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Figure 11. B15 and B18
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[10] M. Á. Marco Buzunáriz, A description of the resonance variety of a line combinatorics via combinatorial
pencils. Graphs Combin. 25 (2009), no. 4, 469-488.

[11] G. L. Rybnikov, On the fundamental group of the complement of a complex hyperplane arrangement. Funct.

Anal. Appl. 45 (2011), no. 2, 137–148
[12] A. Libgober, Alexander polynomial of plane algebraic curves and cyclic multiple planes. Duke Math. J. 49

(1982), no. 4, 833-851.
[13] A. Libgober, Eigenvalues for the monodromy of the Milnor fibers of arrangements. Trends in singularities,

141-150, Trends Math., Birkhäuser, Basel, 2002.
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ARC SPACES OF cA-TYPE SINGULARITIES

JENNIFER M. JOHNSON AND JÁNOS KOLLÁR

Let X be a complex variety or an analytic space and x ∈ X a point. A formal arc through
x is a morphism φ : SpecC[[t]] → X such that φ(0) = x. The set of formal arcs through x –

denoted by Ârc(x ∈ X) – is naturally a (non-noetherian) scheme.
A preprint of Nash, written in 1968 but only published later as [Nas95], describes an injection

– called the Nash map – from the irreducible components of Ârc(x ∈ X) to the set of so called
essential divisors. These are the divisors whose center on every resolution π : X ′ → X is an
irreducible component of π−1(x). The Nash problem asks if this map is also surjective or not.
Surjectivity fails in dimensions ≥ 3 [IK03, dF12] but holds in dimension 2 [FdBP12b].

In all dimensions, the most delicate cases are singularities whose resolutions contain many
rational curves. For example, although it is easy to describe all arcs and their deformations on Du
Val singularities of type A, the type E cases have been notoriously hard to treat [PS12, Per13].

The first aim of this note is to determine the irreducible components of the arc spaces of cA-
type singularities in all dimensions. In Section 1 we prove the following using quite elementary
arguments.

Theorem 1. Let f(z1, . . . , zn) be a holomorphic function whose multiplicity at the origin is
m ≥ 2. Let X :=

(
xy = f(z1, . . . , zn)

)
⊂ Cn+2 denote the corresponding cA-type singularity.

Assume that n ≥ 1.

(1) Ârc(0 ∈ X) has (m− 1) irreducible components Ârci(0 ∈ X) for 0 < i < m.

(2) There are dense, open subsets Ârc
◦
i (0 ∈ X) ⊂ Ârci(0 ∈ X) such that(

ψ1(t), ψ2(t), φ1(t), . . . , φn(t)
)
∈ Ârc

◦
i (0 ∈ X)

iff multψ1(t) = i, multψ2(t) = m− i and mult f
(
φ1(t), . . . , φn(t)

)
= m.

We found it much harder to compute the set of essential divisors and we have results only
if mult0 f = 2. If dimX = 3 then, after a coordinate change, we can write the equation as
(xy = z2−um). Already [Nas95] proved that these singularities have at most 2 essential divisors:
an easy one obtained by blowing-up the origin and a difficult one obtained by blowing-up the
origin twice. In Section 2 we use ideas of [dF12] to determine the cases when the second divisor
is essential. The following is obtained by combining Theorem 1 and Proposition 9.

Example 2. For the singularities Xm := (xy = z2 − um) ⊂ C4 the Nash map is not surjective
for odd m ≥ 5 but surjective for even m and for m = 3.

Thus the simplest counter example to the Nash conjecture is the singularity

(x2 + y2 + z2 + t5 = 0) ⊂ C4.

In higher dimensions our answers are less complete. We describe the situation for the divisors
obtained by the first and second blow-ups as above, but we do not control other exceptional
divisors. Using Theorem 1 and Proposition 22 we get the following partial generalization of
Example 2.

http://dx.doi.org/10.5427/jsing.2013.7m
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Example 3. Let g(u1, . . . , ur) be an analytic function near the origin. Set m = mult0 g and let
gm denote the degree m homogeneous part of g. If m ≥ 4 and the Nash map is surjective for
the singularity

Xg :=
(
xy = z2 − g(u1, . . . , ur)

)
⊂ Cr+3

then gm(u1, . . . , ur) is a perfect square.

Since we do not determine all essential divisors, the cases when gm(u1, . . . , ur) is a perfect
square remain undecided.

On the one hand, this can be interpreted to mean that the Nash conjecture hopelessly fails
in dimensions ≥ 3. On the other hand, the proof leads to a reformulation of the Nash problem
and to an approach that might be feasible, at least in dimension 3; see Section 5.

In Section 4 we observe that the deformations constructed in Section 1 also lead to an enu-
meration of the irreducible components of the space of short arcs – introduced in [KN13] – for
cA-type singularities.

Question 4 (Arcs on cDV singularities). It is easy to see that Theorem 1 is equivalent to saying
that the image of every general arc on X is contained in an A-type surface section of X.

It is natural to ask if this holds for all cDV singularities. That is, let (0 ∈ X) ⊂ Cn be a
hypersurface singularity such that X∩L3 is a Du Val singularity for every general 3-dimensional
linear space (or smooth 3–fold) 0 ∈ L3 ⊂ Cn.

Let φ be a general arc on X. Is it true that there is a 3–fold L3 ⊂ Cn containing the image
of φ such that X ∩ L3 is a Du Val singularity?

Acknowledgments. We thank V. Alexeev, T. de Fernex, R. Lazarsfeld, C. Plénat and M. Spi-
vakovsky for corrections and helpful discussions. Partial financial support to JK was provided
by the NSF under grant number DMS-07-58275 and by the Simons Foundation. Part of the
paper was written while the authors visited Stanford University.

1. Arcs on cA-type singularities

Definition 5 (cA-type singularities). In some coordinates write a hypersurface singularity as

X :=
(
f(x1, . . . , xn+1) = 0

)
⊂ Cn+1.

Assume that X is singular at the origin and let f2 denote the quadratic part of f . If mult0 f = 2
then (f2 = 0) is the tangent cone of X at the origin. We say that X has cA-type if rank f2 ≥ 2
and cA1-type if rank f2 ≥ 3. By the Morse lemma, if rank f2 = r then we can choose local
analytic or formal coordinates yi such that

f = y2
1 + · · ·+ y2

r + g(yr+1, . . . , yn+1) where mult0 g ≥ 3.

In the sequel we also use other forms of the quadratic part if that is more convenient.
Note that by adding 2 squares in new variables we get a map from hypersurface singularities

in dimension n− 2 (modulo isomorphism) to cA-type hypersurface singularities in dimension n
(modulo isomorphism). This map is one-to-one and onto; see [AGZV85, Sec.11.1]. Thus cA-type
singularities are quite complicated in large dimensions.

We rename the coordinates and write a cA-type singularity as

X :=
(
xy = f(z1, . . . , zn)

)
⊂ Cn+2.

Thus an arc through the origin is written as

t 7→
(
ψ1(t), ψ2(t), φ1(t), . . . , φn(t)

)
,
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where ψi, φj are power series such that multψi,multφj ≥ 1 for i = 1, 2 and j = 1, . . . , n. We set
~φ(t) =

(
φ1(t), . . . , φn(t)

)
.

A deformation of ~φ(t) is given by power series
(
Φ1(t, s), . . . ,Φn(t, s)

)
. Then we compute

f
(
Φ1(t, s), . . . ,Φn(t, s)

)
∈ C[[t, s]]

and try to factor it as

Ψ1(t, s)Ψ2(t, s) = f
(
Φ1(t, s), . . . ,Φn(t, s)

)
where Ψi(t, 0) = ψi(t). Usually f

(
Φ1(t, s), . . . ,Φn(t, s)

)
is irreducible, but Newton’s method of

rotating rulers (Lemma 7 below) says that

f
(
Φ1(t, sr), . . . ,Φn(t, sr)

)
factors for some r ≥ 1.

6 (Proof of Theorem 1). If ~φ(0) = 0 then mult f
(
~φ(t)

)
≥ m. Thus, for every 0 < i < m we can

choose any ψ1(t) such that multψ1(t) = i and then set ψ2(t) = ψ1(t)−1f
(
~φ(t)

)
. This shows that

the families Ârc
◦
i (0 ∈ X) are nonempty and open in Ârc(0 ∈ X).

In order to show that their union is dense, after a linear change of coordinates we may assume
that zm1 appears in f with nonzero constant coefficient.

Set D := multt f
(
φ1(t), . . . , φn(t)

)
. Assume first that D <∞ and consider

F (t, s) := f
(
φ1(t) + st, φ2(t), . . . , φn(t)

)
=
∑
i

∂if

∂zi1

(
~φ
)
· (st)i

i!
.

We know that tm divides F (s, t) (since mult0 f = m) and (st)m appears in F with nonzero
coefficient (since zm1 appears in f with nonzero coefficient). Thus tm is the largest t-power that
divides F (s, t).

Furthermore, tD is the smallest t-power that appears in F with nonzero constant coefficient.
Thus, by Lemma 7 below, there is an r ≥ 1 such that

F (t, sr) = u(t, s)

D∏
i=1

(
t− σi(s)

)
,

where u(0, 0) 6= 0 and σi(0) = 0. Furthermore, exactly m of the σi are identically zero.
For j = 1, 2 write ψj(t) = tajvj(t) where vj(0) 6= 0. Note that a1 + a2 = D and

u(t, 0) = v1(t)v2(t).

Divide {1, . . . , D} into two disjoint subsets A1, A2 such that |Aj | = aj and they both contain
at least 1 index i such that σi(t) ≡ 0. Finally set

Ψ1(t, s) = v1(t) ·
∏
i∈A1

(
t− σi(s)

)
and Ψ2(t, s) =

u(t, s)

v1(t)
·
∏
i∈A2

(
t− σi(s)

)
.

Then (
Ψ1(t, s),Ψ2(t, s), φ1(t) + st, φ2(t), . . . , φn(t)

)
is a deformation of

(
ψ1(t), ψ2(t), φ1(t), . . . , φn(t)

)
whose general member is in the rth irreducible

component as in Theorem 1.2 iff exactly r of the {σi : i ∈ A1} are identically zero.
(This also shows that arcs with multψ1(t) ≥ m − 1 and multψ2(t) ≥ m − 1 constitute the

intersection of all of the Ârci(0 ∈ X).)
If D = ∞, that is, when f

(
φ1(t), . . . , φn(t)

)
is identically zero, we need to perform some

similar preliminary deformations first.
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First, if both ψ1(t), ψ2(t) are identically zero then we can take(
st, 0, φ1(t), φ2(t), . . . , φn(t)

)
.

Hence, up-to interchanging x and y, we may assume that d := multψ1(t) <∞. Again assuming
that zm1 appears in f with nonzero coefficient, we see that

F (t, s) := f
(
φ1(t) + std+1, φ2(t), . . . , φn(t)

)
is not identically zero and divisible by td+1. Thus F (t, s)/ψ1(t) is holomorphic and divisible by
t. Therefore (

ψ1(t),
F (t, s)

ψ1(t)
, φ1(t) + std+1, φ2(t), . . . , φn(t)

)
is a deformation of

(
ψ1(t), 0, φ1(t), φ2(t), . . . , φn(t)

)
such that

multt f
(
φ1(t) + std+1, φ2(t), . . . , φn(t)

)
<∞

for 0 < |s| � 1. �

We used Newton’s lemma on Puiseux series solutions in the following form.

Lemma 7. Let g(x, y) ∈ C[[x, y]] be a power series. Assume that m := mult0 g(x, 0) <∞. Then
there is an r ≥ 1 such that one can write g(x, zr) as

g(x, zr) = u(x, z)

m∏
i=1

(
x− σi(z)

)
where u(0, 0) 6= 0 and σi(0) = 0 for every i. The representation is unique, up-to permuting the
σi(z).

Furthermore, if g(x, y) is holomorphic on the bidisc Dx × Dy then u(x, z) and the σi(z) are

holomorphic on the smaller bidisc Dx × Dz(ε) for some 0 < ε ≤ 1. �

2. Essential divisors on cA1-type 3-fold singularities

In dimension 3, the only cA1-type singularities are Xm := (xy = z2− tm) for m ≥ 2. Already
[Nas95, p.37] proved that they have at most 2 essential divisors. We use the method of [dF12,
4.1] to determine the precise count.

Definition 8. Let X be a normal variety or analytic space and E a divisor over X. That is,
there is a birational or bimeromorphic morphisms p : X ′ → X such that E ⊂ X ′ is an exceptional
divisor. The closure of p(E) ⊂ X is called the center of E on X; it is denoted by centerX E. If
centerX E = {x}, we say that E is a divisor over (x ∈ X).

We say that E is an essential divisor over X if for every resolution of singularities π : Y → X,
centerY E is an irreducible component of π−1

(
centerX E

)
. (Note that π−1 ◦ p : X ′ 99K Y is

regular on a dense subset of E, hence centerY E is defined.)
If X is an analytic space, then Y is allowed to be any analytic resolution. If X is algebraic,

one gets slightly different notions depending on whether one allows Y to be a quasi-projective
variety, an algebraic space or an analytic space; see [dF12]. We believe that for the Nash problem
it is natural to allow analytic resolutions.

Proposition 9. Set Xm := (xy = z2 − tm) ⊂ C4.

(1) If m ≥ 5 is odd, there are 2 essential divisors.
(2) If m ≥ 2 is even or m = 3, there is 1 essential divisor.

Even in dimension 3, it seems surprisingly difficult to determine the set of essential divisors.
A basic invariant is given by the discrepancy.
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Definition 10. Let X be a normal variety or analytic space. Assume for simplicity that the
canonical class KX is Cartier. (This holds for all hypersurface singularities.) Let π : Y → X be
a resolution of singularities and write

KY ∼ π∗KX +
∑

ia(Ei, X)Ei,

where the Ei are the π-exceptional divisors. The integer a(Ei, X) is called the discrepancy of
Ei. (See [KM98, Sec.2.3] for basic references and more general definitions.)

For example, let X be smooth and Z ⊂ X a smooth subvariety of codimension r. Let πZ :
BZX → X denote the blow-up and EZ ⊂ BZX the exceptional divisor. Then a(EZ , X) = r− 1
and easy induction shows that a(F,X) ≥ r for every other divisor whose center on X is Z.

We say that X is canonical (resp. terminal) of a(Ei, X) ≥ 0 (resp. a(Ei, X) > 0) for every
resolution and every exceptional divisor.

For instance, normal cA-type singularities are canonical and a cA-type singularity is terminal
iff its singular set has codimension ≥ 3; see [Rei83] for a proof that applies to all cDV singularities
or [Kol13, 1.42] for a simpler argument in the cA case.

11 (Resolving Xm). Blow up the origin to get π1 : Xm,1 := B0Xm → Xm. The exceptional
divisor is the singular quadric E1

∼= (xy − z2 = 0) ⊂ P3(x, y, z, t).
If m ∈ {2, 3} then B0X is smooth, hence the only essential divisor is E1.
For m ≥ 4 the resulting B0Xm has one singular point, visible in the chart

(x1, y1, z1, t) :=
(
x/t, y/t, z/t, t

)
where the local equation is x1y1 = z2

1−tm−2. We can thus blow up the origin again and continue.
After r := bm2 c steps we have a resolution

Πr : Xm,r → Xm,r−1 → · · · → Xm,1 → Xm.

We get r exceptional divisors Er, . . . , E1. For 1 ≤ c ≤ r the divisor Ec first appears on Xm,c.
At the unique singular point one can write the local equation as

Xm,c =
(
xcyc = z2

c − tm−2c
)

and Ec = (t = 0).

where (xc, yc, zc, t) :=
(
x/tc, y/tc, z/tc, t

)
.

We thus need to decide which of the divisors E1, . . . , Ebm2 c
are essential. It is easy to see that

E1 is essential and a direct computation (Lemma 15 below) shows that E3, . . . , Ebm2 c
are not.

(This is actually not needed in order to establish Example 2.) The hardest is to decide what
happens with E2.

Lemma 12. Notation as above. Then

(1) a(Ec, Xm) = c for every c.
(2) E1 is the only exceptional divisor whose center is the origin and whose discrepancy is 1.
(3) E1 appears on every resolution of Xm whose exceptional set is a divisor.
(4) Let p : Y 99K Xm be any (not necessarily proper) bimeromorphic map from a smooth an-

alytic space Y such that centerY E1 ⊂ Y is not empty. Then centerY E1 is an irreducible
component of the exceptional set Ex(p).

Proof. The first claim follows from the formula

Π∗r

(
dx∧dy∧dt

z

)
= t−c · dxc∧dyc∧dt

zc
.

Let F be any other exceptional divisor whose center is the origin. Then centerXr
F lies on one

of the Ec, thus a(F,X) > a(Ec, X) ≥ 1. (This also proves that Xm is terminal.)
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To see (3) set W1 := centerY E1 ⊂ Y . Let Fi ⊂ Y be the exceptional divisors and note that,
as in [KM98, 2.29],

a(E1, Xm) ≥
(
codimY W1 − 1

)
+
∑

i multW1
Fi · a(Fi, Xm). (12.5)

Note that a(E1, Xm) = 1 and a(Fi, Xm) ≥ 1 for every i. If W1 is not an irreducible component
of Ex(p) then W1 ⊂ Fi form some i and then both terms on the right hand side of (12.5) are
positive, a contradiction. �

13 (Small resolutions and factoriality of Xm). If m = 2a is even, then Xm has a small resolution
obtained by blowing up either (x = z − ta = 0) or (x = z + ta = 0). The resulting blow-ups
Y ±2a ⊂ C4

xyzt × P1
uv are defined by the equations

Y ±2a := rank

(
x z ± ta u

z ∓ ta y v

)
≤ 1 (13.1)

We show that Xm does not have small resolutions if m is odd. More generally, let

Xf :=
(
xy = f(z, t)

)
⊂ C4

be an isolated cA-type singularity. Write f =
∏

j fj as a product of irreducibles. The fj are

distinct since the singularity is isolated. Set Dj := (x = fj = 0). By [Kol91, 2.2.7] the local
divisor class group is

Div
(
0 ∈ Xf

)
=
(∑

jZ[Dj ]
)/∑

j [Dj ]. (13.2)

In particular, Xf is factorial iff f is irreducible.
This formula works both algebraically and analytically. If we are interested in the affine

variety Xf , then we consider factorizations of f in the polynomial ring. If we are interested
in the complex analytic germ Xf , then we consider factorizations of f in the ring of germs of
analytic functions. Thus, for example,

(xy = z2 − t2 − t3) ⊂ C4

is algebraically factorial, since z2− t2− t3 is an irreducible polynomial, but it is not analytically
factorial, since

z2 − t2 − t3 =
(
z − t

√
1 + t

)(
z + t

√
1 + t

)
.

Thus if m is odd then Xm is factorial (both algebraically and analytically) and it does not
have small resolutions; see Lemma 17 below for stronger results.

Lemma 14. If m is even then there is a divisorial resolution whose sole exceptional divisor is
birational to E1. Thus the only essential divisor is E1.

Proof. The m = 2 case was noted in Paragraph 11, hence we may assume that m = 2a ≥ 4.
There are 2 ways to obtain such resolutions. First, we can blow up the exceptional curve in

either of the Y ±2a as in (13.1).
Alternatively, we first blow up the origin to get B0Xm which has one singular point with local

equation x1y1 = z2
1 − t2a−2

1 and then blow up

D+ := (x1 = z1 + ta−1
1 = 0)

or

D− := (x1 = z1 − ta−1
1 = 0).

�

Lemma 15. [Nas95, p.37] The divisors E3, . . . , Er are not essential.
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Proof. If m is even, this follows from Lemma 14, but for the proof below the parity of m does
not matter.

If 2b ≥ a ≥ 0 and m ≥ a then (u, v, w, t) 7→ (ut, vta+1, wtb+1, t) = (x, y, z, t) defines a
birational map

g(a, b,m) : Zabm := (uv = w2t2b−a − tm−2−a)→ Xm.

Note that Ex
(
g(a, b,m)

)
= (t = 0) is mapped to the origin and Zabm is smooth along the v-axis,

save at the origin.
If 1 ≤ c ≤ m/2 then (xc, yc, zc, t) 7→ (xct

c, yct
c, zct

c, t) = (x, y, z, t) defines a birational map

h(c,m) : Xm,c := (xcyc = z2
c − tm−2c

)
→ Xm.

By composing we get a birational map g(a, b,m)−1 ◦ h(c,m) : Yc 99K Zabm given by

(xc, yc, zc, t) 7→ (xct
c−1, yct

c−a−1, zct
c−b−1, t) = (u, v, w, t)

which is a morphism if c ≥ a+ 1, b+ 1. If c = a+ 1 and c > b+ 1 then we have

(xc, yc, zc, t) 7→ (xct
c−1, yc, zct

c−b−1, t) = (u, v, w, t)

which maps Ec to the v-axis.
If c ≥ 3 then by setting a = c− 1, b = c− 2 we get a birational morphism

p(c,m) := g(c, c−1,m)−1 ◦ h(c,m)

given by

(xc, yc, zc, t) 7→ (xct
c, yc, zct, t) = (u, v, w, t).

Note that

p(c,m) : Yc = (xcyc = z2
c − tm−2c

)
→ (uv = w2tc−2 − tm−c

)
= Zc,c−1,m

maps Ec onto the v-axis. Thus Ec is not essential for c ≥ 3. �

Lemma 16. If m ≥ 5 is odd then E2 is essential.

Proof. We follow the arguments in [dF12, 4.1]. Let p : Y → Xm be any resolution and
set Z := centerY E2 ⊂ Y . Since Xm is factorial (here we use that m is odd), Ex(p) has pure
dimension 2 by Lemma 17.2.

Assume to the contrary that Z is not a divisor. Using that a(E2, Xm) = 2, (12.5) implies
that Z is a curve, there is a unique exceptional divisor F ⊂ Y that contains Z, F is smooth at
general points of Z and a(F,Xm) = 1.

If p(F ) is a curve then Z is an irreducible component of p−1(0). The remaining case is when
p(F ) = 0, thus F = E1 by Lemma 12.2.

Since t vanishes along E2 with multiplicity 1, it also vanishes along Z with multiplicity 1.
Since p∗x, p∗y, p∗z, p∗t all vanish along E1, the rational functions p∗(x/t), p∗(y/t), p∗(z/t) are
regular generically along Z. Thus p1 := π−1

1 ◦ p : Y 99K Xm,1 is a morphism generically along
Z. Note that our E2 is what we would call E1 if we started with Xm,1. Applying Lemma 12.4
to p1 : Y 99K Xm,1 we see that Z is an irreducible component of Ex(p1). Since m is odd, Xm,1

is analytically factorial by Paragraph 13, hence Z is a divisor by Lemma 17.2 below. This is a
contradiction. �

Lemma 17. Let X,Y be normal varieties or analytic spaces and g : Y → X a birational or
bimeromorphic morphism. Then the exceptional set Ex(g) has pure codimension 1 in Y in the
following cases.

(1) Y is an algebraic variety and X is Q-factorial.
(2) dimY = 3 and X is analytically locally Q-factorial.
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Proof. The algebraic case is well known; see for instance the method of [Sha74, Sec.II.4.4].
If dimY = 3 and Ex(g) does not have pure codimension 1 then it has a 1-dimensional

irreducible component C ⊂ Y . After replacing X by a suitable neighborhood of g(C) ∈ X we
may assume that there is a divisor DY ⊂ Y such that Ex(g)∩DY is a single point of C and g|DY

is proper. Thus DX := g(DY ) is a divisor on X. If mDX is Cartier then so is g∗(mDX) hence its
support has pure codimension 1 in Y . On the other hand, Supp

(
g∗(mDX)

)
= Ex(g) ∪DY does

not have pure codimension 1. (Note that there are many possible choices for DY ; the resulting
DX determine an algebraic equivalence class of divisors.) �

Somewhat surprisingly, the analog of Lemma 17.2 fails in dimension 4.

Example 18. Let W ⊂ P4 be a smooth quintic 3–fold and C ⊂W a line whose normal bundle
is O(−1) +O(−1). Let X ⊂ C5 denote the cone over W with vertex 0; it is analytically locally
factorial by [Gro68, XI.3.14].

The exceptional divisor of the blow-up B0X → X can be identified with W ; let C ⊂ B0X be
our line. Its normal bundle is O(−1) +O(−1) +O(−1).

Blow up the line C to obtain BCB0X → B0X. Its exceptional divisor is E ∼= P1 × P2. One
can contract E in the other direction to obtain g : Y → X.

By construction, Ex(g) is the union of P2 and of a 3-fold obtained from W by flopping the
line C. The two components intersect along a line.

This completes our analysis of 3–dimensional cA1-type singularities. Our study of the higher
dimensional cases relies on a deeper understanding of the proof of Lemma 17.2 for

Xc :=
(
xy = z2 − ctm

)
,

where c 6= 0.
The reader may wish to jump to Section 3 and return to this point once formula (22.3) shows

why the question answered in Proposition 19 is of interest.
Let gc : Yc → Xc be a proper birational or bimeromorphic morphism and Ec ⊂ Ex(gc) a

1-dimensional irreducible component.
The proof of Lemma 17.2 associates to Ec an algebraic equivalence class of non-Cartier divisors

on Xc. Thus m has to be even by Paragraph 13.
If m = 2a is even then the divisor class group is Div(Xc) ∼= Z. The two possible generators

correspond to (x = z −
√
cta = 0) and (x = z +

√
cta = 0). Starting with Ec we constructed a

divisor Dc ⊂ Xc which is a nontrivial element of Div(Xc). Thus [Dc] is a positive multiple of
either (x = z −

√
cta = 0) or (x = z +

√
cta = 0). Hence, to Ec ⊂ Yc we can associate a choice

of
√
c.

This may not be very interesting for a fixed value of c (since many other choices are involved)
but it turns out to be quite useful when c varies.

Proposition 19. Let g(u1, . . . , ur, v) be a holomorphic function for ui ∈ C and |v| < ε such
that g(u1, . . . , ur, 0) is not identically zero. For m ≥ 4 set

X :=
(
xy = z2 − vmg(u1, . . . , ur, v)

)
⊂ Cr+4.

Let π : Y → X be a birational or bimeromorphic morphism. Assume that there is an irreducible
component Z ⊂ Ex(π) that dominates (x = y = z = v = 0) ⊂ X, has codimension ≥ 2 in Y and
such that π|Z : Z → (x = y = z = v = 0) has connected fibers.

Then m is even and g(u1, . . . , ur, 0) is a perfect square.

Proof. For general c = (c1, . . . , cr) ∈ Cr the repeated hyperplane section

X(c) :=
(
xy = z2 − vmg(c, v)

)
⊂ C4
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has an isolated singularity at the origin and we get a proper birational or bimeromorphic mor-
phism π(c) : Y (c)→ X(c) where Y (c) ⊂ Y is the preimage of X(c).

Furthermore, Z(c) := Z ∩Y (c) is an irreducible component of Ex
(
π(c)

)
and has codimension

≥ 2 in Y (c).
Thus, as we noted above, m = 2a is even and our construction gives a function

(c1, . . . , cr) 7→ a choice of
√
g(c1, . . . , cr, 0).

It is clear that this function is continuous on a Zariski open set U ⊂ Cr. Therefore g(u1, . . . , ur, 0)
is a perfect square. �

Remark 20. Conversely, assume that m is even and g(u1, . . . , ur, 0) = h2(u1, . . . , ur) is a square.
Write the equation of X as

xy = z2 − vm
(
h2(u1, . . . , ur) + vR(u1, . . . , ur, v)

)
Over the open set X0 ⊂ X where h 6= 0, change coordinates to w := h−2v. (Equivalently, blow
up (v = h = 0) twice.) Then

D :=
(
x = z − wm/2hm+1

√
1 + wR(u1, . . . , ur, h2w)

)
is a globally well defined analytic divisor. Blowing it up gives a bimeromorphic morphism
XD → X whose exceptional set over X0 has codimension 2.

It seems that even if X is algebraic, usually XD is not an algebraic variety.

3. Essential divisors on cA1-type singularities

In higher dimensions cA1-type singularities are more complicated and their resolutions are
much harder to understand. There is no simple complete answer as in dimension 3.

In the previous Section, the key part was to understand the exceptional divisors that corre-
spond to the first 2 blow-ups. These are the 2 divisors that we understand in higher dimensions
as well.

21 (Defining E1 and E2). In order to fix notation, write the equation as

X :=
(
xy = z2 − g(u1, . . . , ur)

)
⊂ Cr+3. (21.1)

Set m := mult0 g and let gs(u1, . . . , ur) denote the homogeneous degree s part of g. In a typical
local chart the 1st blow-up σ1 : X1 := B0X → X is given by

x1y1 = z2
1 −

(
u′r
)−2

g(u′1u
′
r, . . . , u

′
r−1u

′
r, u
′
r) (21.2)

where x = x1u
′
r, y = y1u

′
r, z = z1u

′
r, u1 = u′1u

′
r, . . . , ur−1 = u′r−1u

′
r and ur = u′r. The excep-

tional divisor is the rank 3 quadric

E1 :=
(
x1y1 − z2

1 = 0
)
⊂ Pr+2. (21.3)

Note also that(
u′r
)−2

g(u′1u
′
r, . . . , u

′
r−1u

′
r, u
′
r) =

=
(
u′r
)m−2

(
gm(u′1, . . . , u

′
r−1, 1) + u′rgm+1(u′1, . . . , u

′
r−1, 1) + · · ·

)
.

(21.4)

From this we see that, for m ≥ 4, the blow-up X1 is singular along the closure of the linear space

L := (x1 = y1 = z1 = u′r = 0), (21.5)

X1 has terminal singularities and a general 3-fold section has equation

x1y1 = z2
1 −

(
u′r
)m−2

(
gm(c1, . . . , cr−1, 1) + u′rgm+1(c1, . . . , cr−1, 1) + · · ·

)
.
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Blowing up the closure of L we obtain X2 with exceptional divisor E2. As in Lemma 12 we
compute that

(6) a(E1, X) = r,
(7) a(E2, X) = r + 1,
(8) a(F,X) ≥ r + 1 for every other exceptional divisor whose center on X is the origin and
(9) the pull-backs of the ui vanish along E1, E2 with multiplicity 1.

The key computation is the following.

Proposition 22. Notation as above and assume that m ≥ 4.

(1) E1 is an essential divisor.
(2) E2 is an essential divisor iff gm(u1, . . . , ur) is not a perfect square.

Proof. By (21.6) and (21.8), E1 has the smallest discrepancy among all divisors over X whose
center on X is the origin. Thus E1 is essential by Proposition 24.

If E2 is non-essential then there is a resolution π : Y → X and an irreducible component
W ⊂ Suppπ−1(0) such that Z := centerY E2 (W . By (21.9), the π∗ui vanish at a general point
of Z with multiplicity 1. Since the π∗ui vanish along W , this implies that Suppπ−1(0) is smooth
at a general point of Z. In particular, W is the only irreducible component of Suppπ−1(0) that
contains Z and W is smooth at general points of Z. Therefore the blow-up BWY is smooth over
the generic point of Z. So, if we replace Y by a suitable desingularization of BWY , we get a
situation as before where, in addition, W is a divisor.

The π∗ui are local equations of W at general points of Z and π∗x, π∗y, π∗z all vanish along
W . Thus the rational functions

π∗(x/ur), π∗(y/ur), π∗(z/ur), π∗(u1/ur), . . . , π∗(ur−1/ur),

are all regular at general points of Z. Hence the birational map σ−1
1 ◦ π : Y → B0X = X1 is a

morphism at general points of Z. Furthermore, σ−1
1 ◦ π maps W birationally to E1 ⊂ X1 and it

is not a local isomorphism along Z since Y is smooth but X1 is singular along the center L of
E2. Thus Z is an irreducible component of Ex

(
σ−1

1 ◦ π
)
. Since E2 → L has connected fibers, all

the assumptions of Proposition 19 are satisfied by the equation of the blow-up

x1y1 = z2
1 −

(
u′r
)m−2

(
gm(u′1, . . . , u

′
r−1, 1) + u′rgm+1(u′1, . . . , u

′
r−1, 1) + · · ·

)
. (22.3)

Thus m is even and gm(u′1, . . . , u
′
r−1, 1) is a perfect square. Since it is a dehomogenization of

gm(u1, . . . , ur−1, ur), the latter is also a perfect square.
The converse follows from Remark 20. �

Definition 23. For (x ∈ X) let min-discrep(x ∈ X) be the infimum of the discrepancies a(E,X)
where E runs through all divisors over X such that centerX E = {x}. (It is easy to see that
either min-discrep(x ∈ X) ≥ −1 and the infimum is a minimum or min-discrep(x ∈ X) = −∞;
cf. [KM98, 2.31]. We do not need these facts.)

Proposition 24. Let (x ∈ X) be a canonical singularity and E a divisor over X such that
centerX E = {x} and a(E,X) < 1 + min-discrep(x ∈ X). Then E is essential.

Proof. Let F be any non-essential divisor over X whose center on X is the origin. Thus
there is a resolution π : Y → X and an irreducible component W ⊂ Suppπ−1(x) such that
Z := centerY F ( W . Let EW be the divisor obtained by blowing up W ⊂ Y . As we noted in
Definition 10,

a(EW , Y ) = codimY W − 1 and a(F, Y ) ≥ codimY Z − 1 ≥ codimY W. (24.1)



248 JENNIFER M. JOHNSON AND JÁNOS KOLLÁR

Write KY = π∗KX +DY where DY is effective since X is canonical and note that

a(EW , X) = a(EW , Y ) + multW DY and a(F,X) ≥ a(F, Y ) + multZ DY . (24.2)

Since multZ DY ≥ multW DY , we conclude that

a(F,X) ≥ 1 + a(EW , X) ≥ 1 + min-discrep(x ∈ X). (24.3)

Thus any divisor E with a(E,X) < 1 + min-discrep(x ∈ X) is essential. �

4. Short arcs

Let D ⊂ C denote the open unit disk and D ⊂ C its closure. The open (resp. closed) disc of
radius ε is denoted by D(ε) (resp. D(ε)). If several variables are involved, we use a subscript to
indicate the name of the coordinate.

25 (Short arcs). [KN13] Let X be an analytic space and p ∈ X a point. A short arc on (p ∈ X)
is a holomorphic map φ(t) : Dt → X such that Suppφ−1(p) = {0}.

The space of all short arcs is denoted by ShArc(p ∈ X). It has a natural topology and most
likely also a complex structure that, at least for isolated singularities, locally can be written as
the product of a finite dimensional complex space and of a complex Banach space; see [KN13,
Sec.11] for details.

A deformation of short arcs is a holomorphic map Φ(t, s) : Dt × Ds → X such that

Φ(t, s0) : Dt → X

is a short arc for every s0 ∈ Ds. Equivalently, if Supp Φ−1(p) = {0} × Ds.
In general the space of short arcs has more connected components than the space of formal

arcs. As a simple example, consider arcs on (xy = zm) ⊂ C3. For 0 < i < m the deformations

(t, s) 7→
(
ti(t+ s)m−i, tm−i(t+ s)i, t(t+ s)

)
(25.1)

show that the arc (tm, tm, t2) is in the closure of the families Ârc
◦
i (0 ∈ X), provided we work in

the space of formal arcs. However, (25.1) is not a deformation of short arcs and (tm, tm, t2) is a
typical member of a new connected component of ShArc

(
0 ∈ (xy = zm)

)
.

By contrast, adding one more variable kills this component. For example, starting with the
arc (tm, tm, t2, 0) on (xy = zm) ⊂ C4, we have deformations of short arcs

(t, s) 7→
(
ti(t+ s)m−i, tm−i(t+ s)i, t(t+ s), ts

)
. (25.2)

This example turns out to be typical and it is quite easy to modify the deformations in the
proof of Theorem 1 to yield the following.

Theorem 26. Let X = (xy = f(z1, . . . , zn) ⊂ Cn+2 be a cA-type singularity. Assume that
n ≥ 2 and m := mult0 f ≥ 2.

Then ShArc(0 ∈ X) has (m− 1) irreducible components as in Theorem 1.2.

It is not always clear if a deformation Φ(t, s) is short or not. There is, however, one case when
this is easy, at least over a smaller disc Ds(ε) ⊂ Ds.

Lemma 27. Let Φ(t, s) =
(
Φ1(t, s), . . . ,Φr(t, s)

)
be a deformation of arcs on X ⊂ Cr. Assume

that Φ(t, 0) is short and Φi(t, s) is independent of s and not identically zero for some i. Then
Φ(t, s0) : Dt → X is short for |s0| � 1.
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Proof. By assumption Φ(∗, s0)−1(p) ⊂ Φi(∗, s0)−1(p) = Φi(∗, 0)−1(p) for every s0 ∈ Ds, thus
there is a finite subset Z = Φi(∗, 0)−1(p) ⊂ Dt such that

Φ−1(0) ⊂ Z × Ds and Φ−1(0) ∩ (s = 0) = {(0, 0)}.

Since Φ−1(0) is closed, this implies that

Φ−1(0) ∩
(
Dt × Ds(ε)

)
⊂ {0} × Ds(ε) for 0 < ε� 1. �

28 (Proof of Theorem 26). At the very beginning of the proof of Theorem 1, after a linear
change of coordinates we may assume that zm1 appears in f with nonzero coefficient and φ2 is
not identically zero. Then the construction gives a deformation of short arcs by Lemma 27.

The deformations at the end of the proof were written to yield short arcs. �

5. A revised version of the Nash problem

As we saw, the Nash map is not surjective in dimensions ≥ 3. In this section we develop a
revised version of the notion of essential divisors. This leads to a smaller target for the Nash
map, so surjectivity should become more likely. Our proposed variant of the Nash problem at
least accounts for all known counter examples.

We start with a reformulation of the original definition of essential divisors.

29. Let Y be a complex variety and Z ⊂ Y a closed subset. Let Ârc(Z ⊂ Y ) denote the scheme
of formal arcs φ : SpecC[[t]]→ Y such that φ(0) ∈ Z.

An easy but key observation is the following.

29.1. If Y is smooth, then the irreducible components of Ârc(Z ⊂ Y ) are in a natural one–
to–one correspondence with the irreducible components of Z.

We say that a divisor E over Y is essential for Z ⊂ Y if E is obtained by blowing up one of
the irreducible components of Z. (For each irreducible component Zi ⊂ Z, the blow-up BZY
contains a unique divisor that dominates Zi.)

The definition of essential divisors can now be reformulated as follows.

29.2. Let (x ∈ X) be a singularity. A divisor E is essential for (x ∈ X) if E is essential for(
Suppπ−1(x) ⊂ Y

)
for every resolution π : Y → X.

In order to refine the Nash problem, we need to understand singular spaces for which the
analog of (29.1) still holds.

Definition 30 (Sideways deformations). Let X be a variety (or an analytic space) and

φ : SpecC[[t]]→ X

a formal arc such that φ(0) ∈ SingX. A sideways deformation of φ is a morphism

Φ : SpecC[[t, s]]→ X

such that

Φ∗ISing X ⊃ (t, s)m for some m ≥ 1,

where ISing X ⊂ OX is the ideal sheaf defining SingX.
If Φ comes from a convergent arc Φan : Dt×Ds → X then this is equivalent to assuming that

for every 0 6= |s0| � 1 the nearby arc Φan(t, s0) maps Dt(ε) to X \ SingX for some 0 < ε ≤ 1.

We say that (x ∈ X) is arc-wise Nash-trivial if every general arc in Ârc(x ∈ X) has a

sideways deformation. (By [FdBP12a], this implies that every arc in Ârc(x ∈ X) has a sideways
deformation.)
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Comment 31. If (x ∈ X) is an isolated singularity with a small resolution π : X ′ → X then
every arc has a sideways deformation. We can lift the arc to X ′ and there move it away from
the π-exceptional set. This is not very interesting and the notion of essential divisors captures
this phenomenon.

To exclude these cases, we are mainly interested in arc-wise Nash-trivial singularities that
do not have small modifications. If arc-wise Nash-trivial singularities are log terminal then
assuming analytic Q-factoriality captures this restriction, but in general one needs to be careful
of the difference between analytic Q-factoriality and having no small modifications.

Also, in the few examples of which we know, general arcs of every irreducible component of

Ârc(x ∈ X) have sideways deformations. If there are singularities where sideways deformations
exist only for some of the irreducible components, the following outline needs to be suitably
modified.

The main observation is that, for the purposes of the Nash problem, Q-factorial arc-wise
Nash-trivial singularities should be considered as good as smooth points. The first evidence is
the following straightforward analog of (29.1).

Lemma 32. Let Y be a complex space with isolated, arc-wise Nash-trivial singularities. Let
Z ⊂ Y a closed subset that is the support of an effective Cartier divisor. Then the irreducible

components of Ârc(Z ⊂ Y ) are in a natural one–to–one correspondence with the irreducible
components of Z. �

If Z has lower dimensional irreducible components, the situation seems more complicated,
but, at least in dimension 3, the following seems to be the right generalization of (29.1).

Conjecture 33. Let Y be a 3–dimensional complex space with isolated, Q-factorial, arc-wise
Nash-trivial singularities. Let Z ⊂ Y be a closed subset. Then the irreducible components of

Ârc(Z ⊂ Y ) are in a natural one–to–one correspondence with the union of the following two
sets.

(1) Irreducible components of Z.

(2) Irreducible components of Ârc(p ∈ Y ), where p ∈ Y is any singular point such that p ∈ Z
and dimp Z ≤ 1.

Definition 34. With the above assumptions, a divisor over Y is essential for Z ⊂ Y if it

corresponds to one of the irreducible components of Ârc(Z ⊂ Y ), as enumerated in Conjecture
33.1–2.

Definition 35. Let (x ∈ X) be a 3–dimensional, normal singularity. A divisor E over X is called
very essential for (x ∈ X) if E is essential for

(
Suppπ−1(x) ⊂ Y

)
for every proper bimeromorphic

morphism π : Y → X where Y has only isolated, Q-factorial, arc-wise Nash-trivial singularities.
(As in Definition 8, it is better to allow Y to be an analytic space.)

It is easy to see that the Nash map is an injection from the irreducible components of

Ârc(x ∈ X) into the set of very essential divisors. One can hope that there are no other obstruc-
tions.

Problem 36 (Revised Nash problem). Is the Nash map surjective onto the set of very essential
divisors for normal 3-fold singularities?

As a first step, one should consider the following.

Problem 37. In dimension 3, classify all Q-factorial, arc-wise Nash-trivial singularities.
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Hopefully they are all terminal and a complete enumeration is possible. The papers [Hay05a,
Hay05b] contain several results about partial resolutions of terminal singularities.

We treat two easy cases next. A positive solution of Question 4 would imply that all isolated,
3-dimensional cDV singularities are arc-wise Nash-trivial.

Theorem 38. Let (0 ∈ X) be a cA-type singularity such that dim SingX ≤ dimX − 3. Then

all arcs in Ârc
◦
i (0 ∈ X) (as in Theorem 1.2) have sideways deformations.

Proof. We use the notation of the proof of Theorem 1.
Since mult f

(
φ1(t), . . . , φn(t)

)
= m, we see that multφj(t) = 1 for at least one index j. We

may assume that j = 1 and φ1(t) = t. Thus, after the coordinate change zi 7→ zi − φi(z1) for
i = 2, . . . , n and an additional general linear coordinate change among the z2, . . . , zn we may
assume that

(1) φ1(t) = t,
(2) φj(t) ≡ 0 for j > 1,
(3)

(
xy = g(z1, z2)

)
⊂ C4 has an isolated singularity at the origin and g(z1, z2) is divisible

neither by z1 nor by z2 where g(z1, z2) = f(z1, z2, 0, . . . , 0).

By Lemma 7 there is an r ≥ 1 such that

g(t, sr) = u(t, s)

m∏
i=1

(
t− σi(s)

)
.

Since g(z1, z2) is not divisible by z1, none of the σi are identically zero. Since g(t, s) has an
isolated critical point at the origin and is not divisible by s, g(t, sr) also has an isolated critical
point at the origin. Thus all the σi(s) are distinct.

As before, for j = 1, 2 write ψj(t) = tajvj(t) where vj(0) 6= 0. Note that a1 + a2 = m and
u(t, 0) = v1(t)v2(t).

Divide {1, . . . ,m} into two disjoint subsets A1, A2 such that |Aj | = aj . Finally set

Ψ1(t, s) = v1(t) ·
∏
i∈A1

(
t− σi(s)

)
and Ψ2(t, s) =

u(t, s)

v1(t)
·
∏
i∈A2

(
t− σi(s)

)
.

Then (
Ψ1(t, s),Ψ2(t, s), t, sr, 0, . . . , 0

)
is a sideways deformation of

(
ψ1(t), ψ2(t), t, 0, . . . , 0

)
. �

The opposite happens for quotient singularities.

Proposition 39. Let (0 ∈ X) := Cn/G be an isolated quotient singularity. Then arcs with a

sideways deformation are nowhere dense in Ârc(0 ∈ X).

Proof. Let Φ : SpecC[[t, s]]→ X be a sideways deformation of an arc φ(t) = Φ(t, 0). By the

purity of branch loci, Φ lifts to an arc Φ̃ : SpecC[[t, s]]→ Cn. In particular, φ : SpecC[[t]]→ X

lifts to φ̃ : SpecC[[t]]→ Cn.
By [KN13], such arcs constitute a connected component of ShArc(0 ∈ X). We claim, however,

that these arcs do not cover a whole irreducible component of Ârc(0 ∈ X).
It is enough to show the latter on some intermediate cover of X. The simplest is to use

(0 ∈ Y ) := Cn/C where C ⊂ G is any cyclic subgroup.
Set r := |C|, fix a generator g ∈ C and diagonalize its action as

(x1, . . . , xn) 7→
(
εa1x1, . . . , ε

anxn
)
,
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where ε is a primitive rth root of unity. Thus Y is the toric variety corresponding to the free
abelian group N = Zn + Z

(
a1/r, . . . , an/r

)
and the ∆ =

(
Q≥0

)n
. The Nash conjecture is true

for toric singularities and by [IK03, Sec.3] the essential divisors are all toric and correspond to
interior vectors of N ∩∆ that can not be written as the sum of an interior vector of N ∩∆ and
of a nonzero vector of N ∩∆. In our case, all such vectors are of the form

(
ca1/r, . . . , can/r

)
for

c = 1, . . . , r − 1 where cai denotes remainder mod r.
Arcs that lift to Cn correspond to the vector (1, . . . , 1), which is not minimal. In fact

(1, . . . , 1) =
(
a1/r, . . . , an/r

)
+
(
(r − 1)a1/r, . . . , (r − 1)an/r

)
. �
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Michèle Raynaud, Séminaire de Géométrie Algébrique du Bois-Marie, 1962, Advanced Studies in Pure
Mathematics, Vol. 2. MR 0476737 (57 #16294)

[Hay05a] Takayuki Hayakawa, Gorenstein resolutions of 3-dimensional terminal singularities, Nagoya Math.

J. 178 (2005), 63–115. MR 2145316 (2006d:14013)
[Hay05b] , A remark on partial resolutions of 3-dimensional terminal singularities, Nagoya Math. J.

178 (2005), 117–127. MR 2145317 (2007b:14030)

[IK03] Shihoko Ishii and János Kollár, The Nash problem on arc families of singularities, Duke Math. J.
120 (2003), no. 3, 601–620. MR MR2030097 (2004k:14005)

[KM98] János Kollár and Shigefumi Mori, Birational geometry of algebraic varieties, Cambridge Tracts in

Mathematics, vol. 134, Cambridge University Press, Cambridge, 1998, With the collaboration of C.
H. Clemens and A. Corti, Translated from the 1998 Japanese original. MR 1658959 (2000b:14018)

[KN13] János Kollár and András Némethi, Holomorphic arcs on analytic spaces, ArXiv e-prints (2013). arχiv:

1304.7853
[Kol91] János Kollár, Flips, flops, minimal models, etc, Surveys in differential geometry (Cambridge, MA,

1990), Lehigh Univ., Bethlehem, PA, 1991, pp. 113–199. MR 1144527 (93b:14059)
[Kol13] , Singularities of the minimal model program, Cambridge Tracts in Mathematics, vol. 200,

Cambridge University Press, Cambridge, 2013, With the collaboration of Sándor Kovács. MR 3057950
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ADJOINT DIVISORS AND FREE DIVISORS

DAVID MOND AND MATHIAS SCHULZE

Abstract. We describe two situations where adding the adjoint divisor to a divisor D with
smooth normalization yields a free divisor. Both also involve stability or versality. In the
first, D is the image of a corank 1 stable map-germ (Cn, 0) → (Cn+1, 0), and is not free. In

the second, D is the discriminant of a versal deformation of a weighted homogeneous function
with isolated critical point (subject to certain numerical conditions on the weights). Here D
itself is already free.

We also prove an elementary result, inspired by these first two, from which we obtain a

plethora of new examples of free divisors. The presented results seem to scratch the surface
of a more general phenomenon that is still to be revealed.

1. Introduction

Let M be an n-dimensional complex analytic manifold and D a hypersurface in M . The
OM -module Der(− logD) of logarithmic vector fields along D consists of all vector fields on M
tangent to D at all smooth points of D. If this module is locally free, D is called a free divisor.
This terminology was introduced by Kyoji Saito in [Sai80b]. As freeness is evidently a local
condition, so we may pass to germs of analytic spaces D ⊂ X := (Cn, 0), and pick coordinates
x1, . . . , xn on X and a defining equation h ∈ OX = C{x1, . . . , xn} for D.

The module Der(− logD) is an infinite-dimensional Lie sub-algebra of DerX , to be more
precise, a Lie algebroid. Thus free divisors bring together commutative algebra, Lie theory
and the theory of D-modules, see [CMNM05]. Freeness has been used by Jim Damon and the
first author to give an algebraic method for computing the vanishing homology of sections of
discriminants and other free divisors, see [DM91] and [Dam96]. More recently the idea of adding
a divisor to another in order to make the union free has been used by Damon and Brian Pike as
a means of extending this technique to deal with sections of non-free divisors, see [DP11a] and
[DP11b].

Saito formulated the following elementary freeness test, called Saito’s criterion (see [Sai80b,
Thm. 1.8.(ii)]): If the determinant of the so-called Saito matrix (δi(xj)) generates the defin-
ing ideal ⟨h⟩ for some δ1, . . . , δn ∈ Der(− logD), then D is free and δ1, . . . , δn is a basis of
Der(− logD). While any smooth hypersurface is free, singular free divisors are in fact highly
singular: Let SingD be the singular locus of D with structure defined by the Jacobian ideal of
D. By the theorem of Aleksandrov–Terao (see [Ale88, §1 Thm.] or [Ter80, Prop. 2.4]), freeness
of D is equivalent to SingD being a Cohen–Macaulay space of (pure) codimension 1 in D.

The simplest example of a free divisor, whose importance in algebraic geometry is well-
known, is the normal crossing divisor D defined by h := x1 · · ·xn; here, due to Saito’s criterion,
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GA-2012-334355.
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Der(− logD) is freely generated by the vector fields x1
∂

∂x1
, . . . , xn

∂
∂xn

. In general free divisors
are rather uncommmon: given n vector fields δ1, . . . , δn ∈ DerX , let h be the determinant of
their Saito matrix, and suppose that h is reduced. Then h defines a free divisor if and only if
the OCn-submodule of DerM generated by the δj is a Lie algebra, see [Sai80b, Lem. 1.9]. Thus
to generate examples, special techniques are called for. Non-trivial examples of free divisors
first appeared as discriminants and bifurcation sets in the base of versal deformations of isolated
hypersurface singularities, see [Sai80a], [Ter83], [Loo84], [Bru85], [vS95], [Dam98], [BEGvB09].
Here freeness follows essentially from the fact that Der(− logD) is the kernel of the Kodaira–
Spencer map from the module of vector fields on the base to the relative T 1 of the deformation.

In this paper, we construct new examples of free divisors by a quite different procedure.
Recall that we denote by X the germ (Cn, 0). Let now f : X → (Cn+1, 0) =: T be a finite and
generically 1-to-1 holomorphic map germ. In particular, X is a normalization of the reduced
image D of f . Denote by Fi the ith Fitting ideal of OX considered as OT -module. Mond and
Pellikaan [MP89, Props. 3.1, 3.4, 3.5] showed that D is defined by F0, F1 is perfect ideal of
height 2 restricting to the conductor ideal CD := AnnOD

(OX/OD) which in turn is a principal
ideal of OX . In particular, the reduced singular locus Σ of D is the closure of the set of double
points of f and CD is radical provided D is normal crossing in codimension 1. We call any
member of F1 whose pull-back under f generates CD an adjoint equation, and its zero locus
A an adjoint divisor. Set-theoretically, this implies that Σ = A ∩ D. Ragni Piene [Pie79, §3]
showed that an adjoint equation is given by the quotient

∂h/∂xj

∂(f1, . . . , f̂j , . . . , fn+1)/∂(x1, . . . , xn)
.

For example, if f(x1, x2) = (x1, x
2
2, x1x2) is the parameterisation of the Whitney umbrella, with

image D = {t23 − t21t2 = 0}, then this recipe gives t1 as adjoint equation. Figure 1 below shows
D +A in this example.

We show

Theorem 1.1. Let D be the image of a stable map germ (Cn, 0) → (Cn+1, 0) of corank 1, and
let A be an adjoint divisor for D. Then D +A is a free divisor.

However, we show by an example that D + A is not free when D is the image of a stable
germs of corank ≥ 2 (see Example 2.4.(3)). We recall the standard normal forms for stable map
germs of corank 1 in §2.

In §3, we prove the following analogous result for the discriminants of certain weighted homo-
geneous isolated function singularities. Recall that the discriminant has smooth normalization,
so that the preceding definitions apply.

Theorem 1.2. Let f : (Cn, 0) → (C, 0) be a weighted homogeneous polynomial of degree d with
isolated critical point and Milnor number µ. Let d1 ≥ d2 ≥ · · · ≥ dµ denote the degrees of

the members of a weighted homogeneous C-basis of the Jacobian algebra OCn,0/
⟨

∂f
∂x1

, . . . , ∂f
∂xn

⟩
.

Assume that d− d1 + 2di ̸= 0 ̸= d− di for i = 1, . . . , µ.
Let D be the discriminant in the base space of an Re-versal deformation of f and let A be an

adjoint divisor for D. Then D +A is a free divisor.

Theorem 1.2 evidently applies to the simple singularities, since for these d1 < d. It also applies
in many other cases. For example, it is easily checked that the hypotheses on the weights hold
for plane curve singularities of the form xp + yq with p and q coprime. We do not know whether
the conclusion continues to holds without the hypotheses on the weights.
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The adjoint A of the discriminant is closely related to the bifurcation set; this is discussed at
the end of Section 3.

We remark that an adjoint can be defined verbatim in case X is merely Gorenstein rather
than smooth. In [GMS12, §6] the techniques used here are applied to construct new free divisors
from certain Gorenstein varieties lying canonically over the discriminants of Coxeter groups.

In Theorem 1.2, D is already a free divisor as remarked above. In contrast, in Theorem 1.1,
D itself is not free: the argument with the Kodaira Spencer map referred to above shows that
Der(− logD) has depth n rather than n + 1. So by adding A we are making a non-free divisor
free. Something similar was already done by Jim Damon, for the same divisor D, in [Dam98,
Ex. 8.4]; Damon showed that after the addition of a certain divisor E (not an adjoint divisor for
D) with two irreducible components, D+E is the discriminant of a KV -versal deformation of a
non-linear section of another free divisor V . Freeness of D +E followed by his general theorem
on KV -versal discriminants. It seems that our divisor D + A does not arise as a discriminant
using Damon’s procedure.

A crucial step in the proofs of both of Theorems 1.1 and 1.2 is the following fact (see Propo-
sitions 2.8 and 3.4).

Proposition 1.3. In the situations of Theorems 1.1 and 1.2, F1 is cyclic as module over the
Lie algebra Der(− logD), and generated by an adjoint equation a ∈ OCn+1,0 for D.

Indeed, Theorem 1.2 follows almost trivially from this (see Proposition 3.9 below). We cannot
see how to deduce Theorem 1.1 in an equally transparent way. Unfortunately our proof of
Proposition 1.3 is combinatorial and not very revealing, something we hope to remedy in future
work.

From Proposition 1.3 it follows that the adjoint is unique up to isomorphism preserving D
(see Corollaries 2.9 and 3.8).

In the process of proving Theorem 1.2, we note an easy argument which shows that the
preimage of the adjoint divisor in the normalization of the discriminant is itself a free divisor.
This is our Theorem 3.2.

Motivated by Theorems 1.1 and 1.2, we describe in §4 a general procedure which constructs,
from a triple consisting of a free divisor D with k irreducible components and a free divisor in
(Ck, 0) containing the coordinate hyperplanes, a new free divisor containing D. By this means
we are able to construct a surprisingly large number of new examples of free divisors.

Notation. We shall denote by FR
ℓ (M) the ℓth Fitting ideal of the R-module M . For any

presentation

Rm A // Rk // M // 0

it is generated by all (k − ℓ)-minors of A and defines the locus where M requires more than ℓ
generators.

For any analytic space germ X, we denote by ΘX := HomOX (Ω1
X ,OX) the OX -module of vec-

tor fields on X. The OX -module of vector fields along an analytic map germ f : X → Y is defined
by Θ(f) := f∗ΘY . For X and Y smooth, we shall use the standard operators tf : ΘX → Θ(f)
and ωf : ΘY → Θ(f) of singularity theory defined by tf(ξ) := Tf ◦ ξ and ωf(η) = η ◦ f . For
background in singularity theory we suggest the survey paper [Wal81] of C.T.C. Wall.

Throughout the paper, all the hypersurfaces we consider will be assumed reduced, without
further mention.

Acknowledgments. We are grateful to Eleonore Faber for pointing out a gap in an earlier
version of Theorem 4.1, and to the referee for a number of valuable suggestions.
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2. Images of stable maps

Let f : X := (Cn, 0) → (Cn+1, 0) =: T be a finite and generically one-to-one map-germ with
image D. Note that X = D̄ is a normalization of D. By [MP89, Prop. 2.5], the OT -module OX

has a free resolution of the form

(2.1) 0 // Ok
T

λ // Ok
T

α // OX
// 0,

in which the matrix λ can be chosen symmetric (we shall recall the proof below). For 1 ≤ i, j ≤ k,
we denote bymi

j the minor obtained from λ by deleting the ith row and the jth column. The map
α sends the ith basis vector ei to gi ∈ OX , where g = g1, . . . , gk generates OX over OT . It will
be convenient to assume, after reordering the gi, that gk = 1. This leads to a free presentation

Ok
T

λk̂
// Ok−1

T
α // OX/OD

// 0,

where λk̂ is obtained from λ by deleting the kth row (corresponding to the generator gk = 1 of
OX). By a theorem of Buchsbaum and Eisenbud [BE77], this shows that

(2.2) F ′
1 := FOT

0 (OX/OD) = AnnOT (OX/OD) = CDOT .

As FOT

ℓ (OX) defines the locus where OX requires more than ℓ OT -generators, det(λ) is an
equation for D. By the hypothesis that f is generically one-to-one, it is a reduced equation for
D (see [MP89, Prop. 3.1]).

By Cramer’s rule one finds that in OX , gim
j
s = ±gjm

i
s for 1 ≤ i, j, s ≤ k (see [MP89,

Lem. 3.3]); invoking the symmetry of λ, this gives

(2.3) gim
k
j = ±gjm

k
i , 1 ≤ i, j ≤ k.

Combining this with the structure equations gigj =
∑k

ℓ=1 α
ℓ
i,jgℓ for OX as OT -algebra, one shows

that all of the mi
j lie in AnnOT

(OX/OD); then from (2.2), one deduces that (see [MP89, Thm.
3.4])

Lemma 2.1. F1 = F ′
1 =

⟨
mµ

j | j = 1, . . . , µ
⟩
is a determinantal ideal.

Since F1 therefore gives SingD a Cohen-Macaulay structure, this structure is reduced if
generically reduced. If f is stable, then at most points of SingD, D consists of two smooth
irreducible components meeting transversely, from which generic reducedness follows.

As gk = 1, it follows from (2.3) that mk
i = ±gim

k
k and hence

Lemma 2.2. F1OX =
⟨
mk

k

⟩
OX

is a principal ideal.

From this, we deduce

Lemma 2.3. Any adjoint divisor A for D is of the form

A = V
(
mk

k +

k−1∑
j=1

cjm
k
j

)
, cj ∈ OT .

Mather [Mat69] showed how to construct normal forms for stable map germs: one begins
with a germ f : (Ck, 0) → (Cℓ, 0) whose components lie in m2

Ck,0, and unfolds it by adding to

f terms of the form uigi, where the ui are unfolding parameters and the gi form a basis for
mCk,0Θ(f)/(tf(ΘCk,0) + mCℓ,0Θ(f)). Applying this construction to f(x) = (xk, 0), one obtains

the stable corank-1 map germ fk : (C2k−2, 0) → (C2k−1, 0) given by

(2.4) fk(u, v, x) := (u, v, xk + u1x
k−2 + · · ·+ uk−2x, v1x

k−1 + · · ·+ vk−1x) = (u, v, w),

where we abbreviate u := u1, . . . , uk−2, v := v1, . . . , vk−1, w := w1, w2.
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Example 2.4.
(1) When k = 2 in (2.4), f2(v, x) = (v, x2, vx) parameterizes the Whitney umbrella in (C3, 0),

whose equation is w2
2 − v2w1 = 0. With respect to the basis g = x, 1 of OS over OT , one has the

symmetric presentation matrix

λ =

(
v −w2

−w2 vw1

)
,

and this gives a = v as equation of an adjoint A (see Figure 1).

Figure 1. Whitney umbrella with adjoint

D

A

One calculates that Der(− logD) and Der(− log(D + A)) are generated, respectively, by the
vector fields whose coefficients are displayed as the columns of the matrices v v 0 w2

2w1 0 2w2 0
0 w2 v2 vw1

 and

 v v 0
2w1 0 2w2

2w2 w2 w2

 .

Note that here the basis of the free module Der(− log(D + A)) is included in a (minimal) list
of generators of Der(− logD). As we will see, this is always the case for the germs fk described
above.

(2) Let D0 be the image of the stable corank-2 map germ

(u1, u2, u3, u4, x, y) 7→ (u1, u2, u3, u4, x
2 + u1y, xy + u2x+ u3y, y

2 + u4x).

One calculates that D0 +A is not free.
(3) Every stable map germ of corank k > 2 is adjacent to the germ considered in the preceding

example. That is, there are points on the image D where D is isomorphic to the product of the
divisor D0 we have just considered in (2) and a smooth factor. It follows that that D + A also
is not free.

(4) If D is the image of an unstable corank 1 germ then in general D +A is not free.
(5) A multi-germ of immersions (Cn, {p1, . . . , pk}) → (Cn+1, 0) is stable if and only if it is

a normal crossing. There are strata of such normal crossing points, of different multiplicities,
on the image D of a stable map germ such as (2.4). It is easy to show that adding an ad-
joint divisor to D gives a free divisor at such normal crossing points. The normal crossing
divisor D = V (y1 · · · yk) ⊂ (Ck, 0) is normalized by separating its irreducible components. The

equation a :=
∑k

j=1 y1 · · · ŷj · · · yk restricts to y1 · · · ŷj · · · yk on the component V (yj), and so

generates the conductor there, and thus A := V (a) is an adjoint for D. The Euler vector field

χ =
∑k

j=1 yj∂yj
, together with the n− 1 vector fields δj := y2j∂yj

− y2j+1∂yj+1
, j = 1, . . . , k − 1,

all lie in Der(− log(D + A)). An application of Saito’s criterion yields freeness of D + A and
shows that χ, δ1, . . . , δk−1 form a basis for Der(− log(D +A)).
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Our proof of Theorem 1.1 is based on Saito’s criterion. By Mather’s construction, we are
concerned with the map f := fk of (2.4) where now n = 2k − 2. Using an explicit list of
generators of Der(− logD) constructed by Houston and Littlestone in [HL09], and testing them
on the equation mk

k of A, we find a collection of vector fields ξ1, . . . , ξ2k−1 in Der(− logD)
which are in Der(− logA) “to first order”, in the sense that for j = 1, . . . , 2k − 1, we have
ξj · mk

k ∈
⟨
mk

k

⟩
+ mTF1. Note that F1 is intrinsic to D, and therefore invariant under any

infinitesimal automorphism of D, so that necessarily ξj ·mk
k ∈ F1. In the process of testing, we

show that the map Der(− logD) → F1 sending ξ to ξ ·mk
k is surjective. Using this, we can then

adjust the ξj , without altering their linear part, so that now ξj ·mk
k ∈

⟨
mk

k

⟩
for j = 1, . . . , 2k−1.

As a consequence, the determinant of their Saito matrix must be divisible by the equation of
D + A. This determinant contains a distinguished monomial also present in the equation of
D + A, so the quotient of the determinant by the equation of D + A is a unit, the determinant
is a reduced equation for D +A, and D +A is a free divisor, by Saito’s criterion.

To begin this process, we need more detailed information about the matrix λ of (2.1). We
use a trick from [MP89, §2]: embed X as X × {0} into X × (C, 0) := S, and let the additional
variable in S be denoted by t. Extend f : X → T to a map F : S → T by adding t to the last
component of f . Applying this procedure to the map f = fk of (2.4), gives

F (u, v, x, t) := (u, v, xk + u1x
k−2 + · · ·+ uk−2x, v1x

k−1 + · · ·+ vk−1x+ t) = (u, v, w).(2.5)

It is clear that OS/mTOS is generated over C by the classes of 1, x, . . . , xk−1, from which it
follows by [Gun74, Cor. 2, p. 137] that OS is a free OT -module on the basis

(2.6) gi := xk−i, i = 1, . . . , k.

Consider the diagram

(2.7) 0 // OS
t // OS

// OX
// 0

0 // Ok
T [t]gg

//

φg

OO

Ok
T

//

φg

OO

OX
// 0

in which φg is the OT -isomorphism sending (c1, . . . , ck) ∈ Ok
T to

∑k
j=1 cjgj ∈ OS , and where now

[t]gg denotes the matrix of multiplication by t with respect to the basis g of OS as OT -module.
The lower row is thus a presentation of OX as OT -module. This can be improved by a change
of basis on the source of [t]gg, as follows.

Since OS is Gorenstein, HomOT
(OS ,OT ) ∼= OS as OS-module. Let Φ be an OS-generator of

HomOT (OS ,OT ). It induces a symmetric perfect pairing

⟨·, ·⟩ : OS × OS → OT , ⟨a, b⟩ = Φ(ab)

with respect to which multiplication by t is self-adjoint. We refer to this pairing as the Gorenstein
pairing. Now choose a basis ǧ = ǧ1, . . . , ǧk for OS over OT dual to g with respect to ⟨·, ·⟩; that
is, such that ⟨gi, ǧj⟩ = δi,j . Then the (i, j)th entry of [t]ǧg equals ⟨tǧj , ǧi⟩, and so redefining

(2.8) λ = (λi
j) = (λ1, . . . , λk) := [t]ǧg

yields a symmetric presentation matrix.
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Lemma 2.5. With an appropriate choice of generator Φ of HomOT (OS ,OT ), we have

(2.9) λ ≡



−v1 −v2 −v3 · · · −vk−1 w2

−v2 −v3 . .
.

w2 0

−v3 . .
.

. .
. ...

... . .
.

. .
. ...

−vk−1 w2 . .
. ...

w2 0 · · · · · · 0


mod ⟨u,w1⟩.

Proof. Let b ∈ OS map to the socle of the 0-dimensional Gorenstein ring OS/mTOS . This means
that

mSb ⊂ mTOS .

Thus, for any a ∈ mS and Ψ ∈ HomOT (OS ,OT ), we have

(aΨ)(b) = Ψ(ab) = Ψ(
∑
i

cibi) =
∑
i

ciΨ(bi) ∈ mT

where ci ∈ mT and bi ∈ OS . In other words, any Φ ∈ mS HomOT
(OS ,OT ) maps b to mT .

Conversely, for any Φ ∈ HomOT
(OS ,OT ) with Φ(b) ∈ O∗

T , its class Φ̄ in

HomOT
(OS ,OT )/mS HomOT

(OS ,OT )

is non-zero. As HomOT (OS ,OT ) ∼= OS , this latter space is 1-dimensional over C which shows
that Φ̄ is a generator. By Nakayama’s lemma, Φ is then an OS-basis of HomOT

(OS ,OT ). In
particular, we may take as Φ(h), for h ∈ OS , the coefficient of b = xk−1 in the representation of
h in the basis (2.6); then Φ(b) = 1.

In the following, we implicitly compute modulo ⟨u,w1⟩. Using the relation

(2.10) w1 = xk +

k−2∑
i=1

uix
k−1−i

from (2.5) we compute

ǧ1 = 1, ǧj =

w1 −
k−2∑

i=j−1

uix
k−1−i

/xk+1−j = xj−1 +

j−2∑
i=1

uix
j−i−2, j = 2, . . . , k.

Note that

(2.11) ǧ2 = xǧ1, ǧj = xǧj−1 + uj−2ǧ1, j = 3, . . . , k.

Now let us calculate the columns λ1, . . . , λk of the matrix (2.8). Using ǧ1 = 1 and the relation

t+
∑k−1

i=1 vigi = w2 = w2gk from (2.5), we first compute

λ1 = [tǧ1]g = (⟨t, ǧj⟩)j =

(⟨
w2gk −

k−1∑
i=1

vigi, ǧj

⟩)
j

= (−v1, . . . ,−vk−1, w2)
t.

By (2.11), each of the remaining columns λj is obtained by multiplying by x the vector repre-
sented by its predecessor, and, for j ≥ 3, adding uj−2λ1. Thus,

(2.12) λ2 = [x]ggλ1, λj = [x]ggλj−1 + uj−2λ1, j = 3, . . . , k.
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Using (2.10) again, observe that

(2.13) [x]gg =



w1 1 0 · · · 0

0 0 1
. . .

...

−u1

...
. . .

. . . 0
...

...
. . . 1

−uk−2 0 · · · · · · 0


≡



0 1 0 · · · 0

0 0 1
. . .

...
...

...
. . .

. . . 0
...

...
. . . 1

0 0 · · · · · · 0


mod ⟨u,w1⟩.

The result follows. □

Corollary 2.6. The reduced equation h of the image D of the map fk of (2.4) contains the

monomial wk
2 with coefficient ±1. The minor mk

k contains the monomial wk−2
2 v1 with coefficient

±1.

Proof. The determinant of the matrix λ of (2.9) is a reduced equation for the image of f (see
[MP89, Prop. 3.1]). Both statements then follow from Lemma 2.5. □

Example 2.7. For the stable map-germs

f3(u1, v1, v2, x) = (u1, v1, v2, x
3 + u1x, v1x

2 + v2x)

and

f4(u1, u2, v1, v2, v3, x) = (u1, u2, v1, v2, v3, x
4 + u1x

2 + u2x, v1x
3 + v2x

2 + v3x)

of (2.4), the matrix λ is equal to−v1 −v2 w2

−v2 w2 + u1v1 −v1w1

w2 −v1w1 v2w1 − u1w2


and to 

−v1 −v2 −v3 w2

−v2 u1v1 − v3 w2 + u2v1 −v1w1

−v3 w2 + u2v1 u2v2 − u1v3 − v1w2 −v2w1 + u1w2

w2 −v1w2 −v2w1 + u1w2 −v3w1 + u2w2


respectively.

Proof of Theorem 1.1. In [HL09, Thms. 3.1-3.3], Houston and Littlestone give an explicit list of
generators for Der(− logD). Their proof that these generators lie in Der(− logD) simply ex-
hibits, for each member ξ of the list, a lift η ∈ ΘX in the sense that tf(η) = ωf(ξ). The Houston-
Littlestone list consists of the Euler field ξe and three families ξij , 1 ≤ i ≤ 3, 1 ≤ j ≤ k − 1.

Denote by ξ̄ij the linear part of ξij . After dividing by 1, k, k, k and k2 respectively, these linear
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parts are

ξ̄e =

k−2∑
i=1

(i+ 1)ui∂ui +
k−1∑
i=1

ivi∂vi + kw1∂w1 + kw2∂w2 ,

ξ̄1j = −w2∂vj +
∑
i<j

vi−j+k∂vi , 1 ≤ j ≤ k − 1,

χ̄ = −ξ̄21 = −
k−2∑
i=1

(i+ 1)ui∂ui +
k−1∑
i=1

(k − i)vi∂vi + kw1∂w1 ,

ξ̄2j =
∑

i<k−j

(i+ j)ui+j−1∂ui −
∑

i<k−j+1

(k − i− j + 1)vi+j−1∂vi , 1 < j ≤ k − 1,

ξ̄3j = −(1− δj,1)w2∂uk−j
+
∑

i<k−j

vi+j∂ui + δj,1w2∂w1 , 1 ≤ j ≤ k − 1.

Also let

σ̄ = (ξ̄e + χ̄)/k =
k−1∑
i=1

vi∂vi + w2∂w2 .

We now test the above vector fields for tangency to A = V (mk
k). Vector fields in Der(− logD)

preserve F1, so for each ξ ∈ Der(− logD) there exist cj ∈ OT , unique modulo mT , such that

ξ(mk
k) =

∑
j

cjm
k
j .

We determine their value modulo mT with the help of distinguished monomials. Let ι be the
sign of the order-reversing permutation of 1, . . . , k − 1. Then, by Lemma 2.5, for 1 < j ≤ k, the
monomial wk−2

2 vk−j+1 appears in the polynomial expansion of mk
j with coefficient (−1)j−1ι but

does not appear in the polynomial expansion of mk
ℓ for ℓ ̸= j. Similarly, the monomial wk−1

2 has
coefficient ι in the polynomial expansion of mk

1 but does not appear in that of mk
j for j ≥ 2.

Let λ′
1, . . . , λ

′
k denote the columns of the matrix λ of (2.9) with its last row deleted. For any

δ ∈ ΘT , we have

(2.14) δ(mk
k) =

k−1∑
r=1

det(λ′
1, . . . , δ(λ

′
r), . . . , λ

′
k−1).

For δ = ξ2j , the only distinguished monomial to appear in any of the summands in (2.14) is

vjw
k−2
2 , which appears in the summand for r = 1, with coefficient (k − j)(−1)kι. Thus

(2.15) ξ2j (m
k
k) = (−1)j(k − j)mk

k−j+1 mod mTF1, for 1 ≤ j ≤ k − 1.

Similarly we find

ξ1j (λ
′
r) =

{
λ′
k−j+r if r ≤ j,

0 otherwise.

Using (2.14) with δ = ξ1j , it follows that

(2.16) ξ1j (m
k
i ) = (−1)k−j+1mk

i+j−k mod mTF1, for 1 ≤ i ≤ k, 1 ≤ j ≤ k − 1.

Note that (2.15), and (2.16) with i = k, imply

Proposition 2.8. The map

(2.17) dmk
k : Der(− logD) → F1

sending ξ ∈ Der(− logD) to ξ(mk
k) is an OT -linear surjection. □
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Combining (2.15) and (2.16) with i = k, we construct vector fields

ηj = (j − 1)ξ1j − ξ2k−j+1, 2 ≤ j ≤ k − 1

with linear part

η̄j ≡ (1− j)w2∂vj +
∑
i<j

(2j − i− 1)vk+i−j∂vi mod ⟨∂u, ∂w1⟩,

which lie in Der(− log(D +A)) to first order, since ηj(m
k
k) ∈ mTF1.

Both χ̄ and σ̄ are semi-simple, and so by consideration of the distinguished monomials, χ and
σ must therefore lie in Der(− logA) to first order. The vector fields ξ3j lie in Der(− logA) to first

order, since it is clear by consideration of the distinguished monomials that ξ3j (m
k
k) ∈ mTF1.

Thus we have 2k − 1 vector fields η2, . . . , ηk−1, χ, σ, ξ
3
1 , . . . , ξ

3
k−1 in Der(− logD) which are

also in Der(− logA) to first order. By Proposition 2.8, we can modify these by the addition of
suitable linear combinations, with coefficients in mT , of the Houston–Littlestone generators of
Der(− logD), so that they are indeed in Der(− logA) and therefore in Der(− log(D +A)). The

determinant of the Saito matrix of the modified vector fields η̃2, . . . , η̃k−1, χ̃, σ̃, ξ̃
3
1 , . . . , ξ̃

3
k−1 must

be a multiple αhmk
k of the equation of D + A. We now show that α is a unit, from which it

follows, by Saito’s criterion, that D +A is a free divisor.
The modification of the vector fields does not affect the lowest order terms in the determi-

nant of their Saito matrix, and these are the same as the lowest order terms in the determi-
nant of the Saito matrix of their linear parts. With the rows representing the coefficients of
∂u1 , . . . , ∂uk−2

, ∂w1 , ∂v1 , . . . , ∂vk−1
, ∂w2 in this order, this matrix is of the form(

∗ B̄1

B̄2 0

)
,

with

B̄1 =



v2 v3 v4 · · · vk−1 −w2

v3 v4 . .
.

−w2 0

v4 . .
.

. .
. ...

... . .
.

. .
.

vk−1 −w2 . .
. ...

w2 0 · · · · · · 0


and

B̄2 =



2vk−1 4vk−2 6vk−3 · · · · · · (2k − 4)v2 (k − 1)v1 v1
−w2 3vk−1 5vk−2 · · · · · · (2k − 5)v3 (k − 2)v2 v2

0 −2w2 4vk−1
. . .

...
...

...
... 0 −3w2

. . .
. . .

...
...

...
... 0

. . .
. . . kvk−2 3vk−3 vk−3

...
...

...
. . .

. . . (k − 1)vk−1 2vk−2 vk−2

0 0 0 · · · 0 −(k − 2)w2 vk−1 vk−1

0 0 0 · · · · · · 0 0 w2


In its determinant we find the monomial w2k−2

2 v1 with coefficient ±(k − 1)!. By Corollary 2.6,
this monomial is present in the equation of D + A. This proves that α is a unit and completes
the proof that D + V (mk

k) is a free divisor.
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The following consequence of Proposition 2.8 is needed to prove that Theorem 1.1 holds for
any adjoint divisor A of D, and not just for A = V (mk

k).

Corollary 2.9. The adjoint divisor A is unique up to isomorphism preserving D.

Proof. Let A0 := V (mk
k). By Lemma 2.3, any adjoint divisor A1 must have an equation of the

form m1 := mk
k +

∑k−1
i=1 cim

k
i . Consider the family of divisors

(2.18) A := V (m) ⊂ T × (C, 1), m := mk
k + s

k−1∑
j=1

cjm
k
j ,

where s is a coordinate on (C, 1). We claim that there exists a vector field

Ξ ∈ DerT×(C,1)/(C,1)(− log(D × (C, 1)))
such that

(2.19) Ξ(m) = ∂s(m).

Then the vector field ∂s − Ξ is tangent to D × (C, 1), and its integral flow trivializes the family
(2.18). Passing to representatives of germs and scaling the cj , the latter holds true in an open
neighborhood of any point of the interval {0} × [0, 1] ⊂ Cn+1 × C. A finite number of such
neighborhoods cover this interval and it follows that A0 and A1 are isomorphic by an isomorphism
preserving D.

To construct Ξ we first show, using Proposition 2.8, that

(2.20) dm1 : Der(− logD) → F1

is surjective. By (2.17), there are vector fields δ1, . . . , δk ∈ Der(− logD), homogeneous with
respect to the grading determined by the vector field χ, such that δj(m

k
k) = mk

j for j = 1, . . . , k.

Pick αℓ
i,j ∈ OT such that

δi(m
k
j ) =

k∑
ℓ=1

αℓ
i,jm

k
ℓ , 1 ≤ i, j ≤ k,

and set Lj := (αℓ
i,j)1≤ℓ,i≤k. The constant parts Lj(0) are uniquely defined and Lk is the identity

matrix by choice of the δj . For j < k, with respect to the grading determined by χ, we have

deg(mk
k) < deg(mk

k−1) ≤ · · · ≤ deg(mk
1)

1.

This gives

deg(δi(m
k
j )) > deg(δi(m

k
k)) = deg(mk

i ) ≥ deg(mk
i+1) ≥ · · · ≥ deg(mk

k),

and hence
δi(m

k
j ) ∈

⟨
mk

1 , . . . ,m
k
i−1

⟩
+mTF1.

The constant matrices Lj(0), j < k, are therefore strictly upper triangular, and the constant

part Lk +
∑k−1

j=1 cj(0)Lj(0) of the matrix of dm1 is invertible. Thus,

dm1(Der(− logD)) +mTF1 = F1,

and (2.20) follows by Nakayama’s Lemma. As m ≡ m1 mod mT×(C,1), (2.20) gives

dm(DerT×(C,1)/(C,1)(− log(D × (C, 1))) +mT×(C,1)OT×(C,1)F1 ⊃ OT×(C,1)F1

and Nakayama’s Lemma yields

(2.21) dm(DerT×(C,1)/(C,1)(− log(D × (C, 1))) ⊃ OT×(C,1)F1.

1All the inequalities here are in fact strict, but we want to use the argument again later in a context where
we assume only what is written here (see Corollary 3.8).
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Then any preimage Ξ of ∂s(m) ∈ F1 under dm solves (2.19). □

The proof of Theorem 1.1 is now complete. □

3. Discriminants of hypersurface singularities

Let f : X := (Cn, 0) → (C, 0) =: T be weighted homogeneous of degree d (with respect to
positive weights) and have an isolated critical point at 0. Let χ0 be an Euler vector field for
f , with χ0(f) = d · f . Denote by Jf := ⟨∂x1

(f), . . . , ∂xn
(f)⟩ the Jacobian ideal of f . Pick a

weighted homogeneous g = g1, . . . , gµ ∈ OX with decreasing degrees di := deg(gi) inducing a
C-basis of the Jacobian algebra

Mf := OX/Jf .

We may take gµ := 1 and g1 := H0 to be the Hessian determinant H0 of f , which generates the
socle of Mf . Then

(3.1) F (x, u) := f(x) + g1(x)u1 + · · ·+ gµ(x)uµ

defines an Re-versal unfolding

F × πS : Y := X × S → T × S

of f , with base space S := (Cµ, 0), where

π = πS : Y = X × S → S

is the natural projection. Setting deg(ui) = wi := d−di makes F weighted homogeneous of degree
deg(F ) = d = deg(f). We denote by χ the Euler vector field χ0 + δ1 where δ1 =

∑µ
i=1 wiui∂ui

.
Let Σ ⊂ Y be the relative critical locus of F , defined by the relative Jacobian ideal

J rel
F =

⟨
∂x1(F ), . . . , ∂xµ(F )

⟩
,

and set Σ0 = Σ ∩ V (F ). Then OΣ is a finite free OS-module with basis g. As Σ is smooth
and hence Gorenstein, HomOS

(OΣ,OS) ∼= OΣ as OΣ-modules, and a basis element Φ defines a
symmetric perfect pairing

⟨·, ·⟩ : OΣ ⊗OS OΣ → OS , ⟨g, h⟩ := Φ(gh),

which we refer to as the Gorenstein pairing. As in §2 (see the proof of Lemma 2.5), a generator
Φ may be defined by projection to the socle of the special fiber: We let Φ(h) be the coefficient
of the Hessian g1 in the expression of h in the basis g. By

⟨·, ·⟩0 : Mf ⊗C Mf → C

we denote the induced Gorenstein pairing on OΣ/mSOΣ = OX/Jf = Mf .
Let ǧ = ǧ1, . . . , ǧµ denote the dual basis of g with respect to the Gorenstein pairing, and

denote by ďi the degree of ǧi. We have di + ďi = d1, so ďi = dµ+i−1 (recall that we have ordered
the gi by descending degree).

The discriminant D = πS(Σ
0) ⊂ S was shown by Kyoji Saito (see [Sai80a]) to be a free

divisor. The following argument proves this, and shows also that it is possible to choose a basis
for Der(− logD) whose Saito matrix is symmetric.

Theorem 3.1. There is a free resolution of OΣ0 as OS-module

0 // Oµ
S

Λ // ΘS
dF // OΣ0 // 0

in which Λ is symmetric, and is the Saito matrix of a basis of Der(− logD).
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Proof. As in (2.7), there is a commutative diagram with exact rows

0 // OΣ
F // OΣ

// OΣ0 // 0

0 // Oµ
S

∼=

""F
FF

FF
FF

F

φǧ ∼=

OO

Λ // ΘS

φg ∼=

OO

dF

<<zzzzzzzz

Der(− logD)
- 

<<xxxxxxxxx

where Λ = (λi
j)1≤i,j≤µ is the matrix of multiplication by F with respect to bases ǧ in the source

and g in the target. As in (2.8), symmetry of Λ follows from self-adjointness of multiplication
by F with respect to the Gorenstein pairing. Because of the form of F , the map φg : ΘS → OΣ

sending η =
∑

j αj∂uj to
∑

j αjgj coincides with evaluation of dF on a(ny) lift η̃ ∈ ΘY of η;

different lifts of the same vector field differ by a sum
∑

j αj∂xj ∈ ΘY/S , and the evaluation of
dF on such a sum vanishes on Σ. The kernel of the composite ΘS → OΣ0 consists of vector
fields on S which lift to vector fields on Y which are tangent to V (F ), since dF (η̃) is divisible
by F if and only if η̃ ∈ Der(− log V (F )). It is well known (see e.g. [Loo84, Lem. 6.14]) that the
set of vector fields on S which lift to vector fields tangent to V (F ) is equal to Der(− logD). □

Denote by mi
j the (µ − 1)-minor of Λ obtained by deleting the ith row and the jth column.

Then Lemmas 2.1, 2.2 and 2.3 of §2 remain valid in this new context. That is,

(3.2) F1 := FOS
1 (OΣ0) =

⟨
mµ

j | j = 1, . . . , µ
⟩

OS
, F1OΣ0 =

⟨
mµ

µ

⟩
OΣ0

,

and the adjoints of D are divisors of the form

A = V
(
mµ

µ +

µ−1∑
j=1

cjm
µ
j

)
.

Although it is not part of the main thrust of our paper, the following result seems to be new,
and is easily proved. It assumes that D is the discriminant of an Re-versal deformation, but
does not require any assumption of weighted homogeneity. We denote by H the relative Hessian
determinant of the deformation (3.1).

Theorem 3.2. Let A be any adjoint divisor for D. Then

Ã := π−1(A) ∩ Σ0

is a free divisor in Σ0 containing V (H) ∩ Σ0, with reduced defining equation (mµ
µ ◦ π)/H.

Proof. By Corollary 3.8 below, we may assume that A = V (mµ
µ), and hence Ã = V (mµ

µ ◦π)∩Σ0.

First, it is necessary to show that H2 divides mµ
µ ◦ π and that mµ

µ/H is reduced. Since Σ0

is smooth, it is enough to check this at generic points of V (H). This reduces to checking
that it holds at an A2-point. The miniversal deformation of an A2-singularity is given by
G(x, v1, v2) = x3 + v1x + v2. In this case, mµ

µ is, up to multiplication by a unit, simply the

coefficient of ∂v1 in the Euler vector field, namely v1, and v1 = −3x2 on Σ0. The Hessian H is
equal to 6x, so H2 does divide mµ

µ ◦ π, and moreover the quotient (mµ
µ ◦ π)/H is reduced.

As Σ0 is the normalization of D (see [Loo84, Thm. 4.7]), vector fields tangent to D lift to

vector fields tangent to Σ0 (see [Sei66]). Let δ̃1, . . . , δ̃µ be the lifts to Σ0 of the symmetric basis

δ1, . . . , δµ of Der(− logD) constructed in Theorem 3.1. We will show that δ̃1, . . . , δ̃µ−1 form a

basis for Der(− log Ã).



266 DAVID MOND AND MATHIAS SCHULZE

To see this, pick coordinates for Σ0, and denote by (δ̃1, . . . , δ̃µ) the matrix whose jth column

consists of the coefficients of the vector field δ̃j with respect to these coordinates. Similarly,
denote by (δ1, . . . , δµ) the matrix whose jth column consists of the coefficients of δj with respect
to the coordinates u1, . . . , uµ. We abbreviate πΣ0 := π|Σ0 and πΣ := π|Σ. There is a matrix
equality

(3.3) [TπΣ0 ] · (δ̃1, . . . , δ̃µ) = (δ1, . . . , δµ) ◦ π,

where [TπΣ0 ] is the Jacobian matrix of π with respect to the chosen coordinates. Let πµ be
obtained from π by omitting the µth component, and let (δ1, . . . , δµ)

µ
µ denote the submatrix of

(δ1, . . . , δµ) obtained by omitting its µth row and column. Then (3.3) gives

[Tπµ
Σ0 ] · (δ̃1, . . . , δ̃µ−1) = (δ1, . . . , δµ)

µ
µ ◦ π,

so that

(3.4) det[Tπµ
Σ0 ] det(δ̃1, . . . , δ̃µ−1) = mµ

µ ◦ π.

We will now compute det[Tπµ
Σ0 ] in terms of F . Because gµ = 1, uµ does not appear in the

equations of Σ, so ∂uµ ∈ T(x,u)Σ for all (x, u) ∈ Σ. It follows that at any point of Σ0, T(x,u)Σ

has a basis consisting of a basis of T(x,u)Σ
0 followed by the vector ∂uµ . With respect to such a

basis, the matrix of [TπΣ] takes the form

[TπΣ] =

[
Tπµ

Σ0 ∗
0 1

]
from which it follows that

(3.5) det[Tπµ
Σ0 ] = det[TπΣ].

In order to express the latter in terms of F , we compare two representations of the zero-
dimensional Gorenstein ring

(3.6) OΣ/⟨u1, . . . , uµ⟩ = OΣ/π
∗mS = OY /⟨∂x1(F ), . . . , ∂xn(F ), u1, . . . , uµ⟩

as a quotient of a regular C-algebra. In both cases, by [SS75, (4.7) Bsp.], the socle is generated
by the Jacobian determinant of the generators of the respective defining ideal. The first rep-
resentation then shows that the socle is generated by det[TπΣ], the second one, that it is also
generated by the (relative) Hessian H = det(∂2F/∂x2) of F . Hence, up to multiplication by a
unit, we obtain

(3.7) det[TπΣ] = H

in OΣ/⟨u1, . . . , uµ⟩. It is easy to see that the non-immersive locus of πΣ is the vanishing set of
H. This, together with (3.7), shows that det[TπΣ0 ] = H. Now combining (3.4), (3.5) and (3.7),

det(δ̃1, . . . , δ̃µ−1) = (mµ
µ ◦ π)/H,

and so is a reduced defining equation for Ã = V (mµ
µ ◦ π). Finally, each δ̃j is tangent to

Ã = (πΣ0)−1(A) at its smooth points, since δj is necessarily tangent to the non-normal locus
A ∩D of D. The theorem now follows by Saito’s criterion. □

Remark 3.3. Computation with examples appears to show that closure

Cv := Ã \ V (H)

is also a free divisor.
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We now go on to show first that the divisor D + V (mµ
µ) is free and then (see Corollary 3.8)

that all adjoints are isomorphic. Just as in §2, our proof makes use of the representation of
Der(− logD) on F1, and relies on the surjectivity of dmµ

µ : Der(− logD) → F1.

Proposition 3.4. Assume that d− d1 + 2di ̸= 0 ̸= d− di for i = 1, . . . , µ. Then

dmµ
µ(Der(− logD)) = F1.

Inclusion of the left hand side in the right is a consequence of the Der(− logD)-invariance of
F1. To show equality, it is enough to show that it holds modulo mSF1. This will cover most of
the remainder of this section.

Denote by Λ̄ = (λ̄i
j)1≤i,j≤µ the linear part of Λ, and let δ̄i =

∑
j λ̄

i
jui∂ui be the linear part of

δi.

Theorem 3.5. The entries of Λ are given by λi
j =

∑µ
k=1 ⟨ǧiǧj , gk⟩wkuk. In particular,

λ̄i
j =

µ∑
k=1

⟨ǧiǧj , gk⟩0wkuk.

Proof. Since χ0(F ) ∈ J rel
F , we have

F = χ(F ) ≡ δ1(F ) =
∑
k

wkukgk mod J rel
F ,

and hence

λi
j = ⟨ǧi, F ǧj⟩ = ⟨ǧiǧj , F ⟩ =

⟨
ǧiǧj ,

∑
k

wkukgk

⟩
=
∑
k

⟨ǧiǧj , gk⟩wkuk.

□

We call a homogeneous basis g of Mf self-dual if

(3.8) ǧi = gµ+1−i.

Lemma 3.6. Mf admits self-dual bases.

Proof. Denote by Wj ⊂ Mf the subspace of degree-dj elements. The space W1 is 1-dimensional
generated by the Hessian of f . Therefore Wj and Wk are orthogonal unless dj+dk = d1, in which
case ⟨·, ·⟩0 induces a non-degenerate pairing Wj⊗CWk → C. If j ̸= k, one can choose the basis of
Wj to be the reverse dual basis of a basis of Wk. Otherwise, Wj = Wk and (since quadratic forms
are diagonalizable) there is a basis of Wj for which the matrix of ⟨·, ·⟩0 is diagonal. Self-duality
on Wj is then achieved by a coordinate change with matrix

1 0 · · · · · · 0 1

0
. . . . .

.
0

... 1 1
...

... i −i
...

0 . .
. . . . 0

i 0 · · · · · · 0 −i


or



1 0 · · · · · · 0 1

0
. . . . .

.
0

... 1 1
...

1
... i −i

...

0 . .
. . . . 0

i 0 · · · · · · 0 −i


where i =

√
−1, for dimC(Wj) even or odd, respectively. A self-dual basis of Mf is then obtained

by joining the bases of the Wj constructed above. □
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Let m̄i
j be the (µ− 1)-jet of mi

j , that is, the corresponding minor of Λ̄.

Lemma 3.7. Suppose g is an OS-basis for OΣ whose restriction to Mf is self-dual, and that
d ̸= di ̸= 0. Then the following equalities hold true:

(a) mSF1 = F1∩mµ
SOS and F1 is minimally generated by mµ

1 , . . . ,m
µ
µ. In particular, m̄µ

i ≡ mµ
i

mod mSF1 for i = 1, . . . , µ.
(b) δ̄i(m̄

µ
µ) = ±(d− d1 + 2di)m̄

µ
µ+1−i for i = 2, . . . , µ.

(c) δ1(m
µ
µ) ≡ mµ

µ mod C∗.

Proof. As wi = d − di ̸= 0 by hypothesis, we may introduce new variables vi = wiui for
i = 1, . . . , µ. Under the self-duality hypothesis, Theorem 3.5 implies that the matrix Λ̄ has the
form

(3.9) Λ̄ =



v1 v2 · · · · · · vµ−1 vµ
v2 ⋆ · · · ⋆ vµ 0
...

... . .
.

. .
.

. .
. ...

... ⋆ . .
.

. .
. ...

vµ−1 vµ . .
. ...

vµ 0 · · · · · · · · · 0


where ⋆ entries do not involve the variable vµ. For the first row and column, this is clear. For
the remaining entries, we note that, by Theorem 3.5, vµ appears in λ̄i

j if and only if

0 ̸= ⟨ǧiǧj , gµ⟩0 = ⟨ǧi, ǧj⟩0.
By the self-duality assumption (3.8), this is equivalent to i+j = µ+1, in which case ⟨ǧiǧj , gµ⟩ = 1
and λ̄i

µ−i+1 = vµ.
As in the proof of Theorem 1.1, it is convenient to use ι to denote the sign of the order-

reversing permutation of 1, . . . , µ−1. From (3.9) it follows that m̄µ
µ+1−i involves a distinguished

monomial viv
µ−2
µ , with coefficient (−1)µ−i−1ι for i = 1, . . . , µ− 1 and ι for i = µ; this monomial

does not appear in any other minor m̄µ
µ+1−j for i ̸= j. This implies (a).

In order to prove (b), assume, for simplicity of notation, that Λ and δ are linear, and fix
i ∈ {2, . . . , µ − 1}; the case i = µ is similar. We know that δi(m

µ
µ) is a linear combination of

mµ
1 , . . . ,m

µ
µ. We will show that

(3.10) δi(m
µ
µ) = (−1)i−1(w1 − 2wµ−i+1)m

µ
µ−i+1

by computing that the coefficient ci,j of the distinguished monomial vjv
µ−2
µ in δi(m

µ
µ) satisfies

(3.11) ci,j = (−1)µ−2ι(w1 − 2wµ−i+1)δi,j .

The self-duality assumption (3.8) implies that d1 − dℓ = ďℓ = dµ−ℓ+1. Using wℓ = d − dℓ, this
gives

w1 − 2wµ−i+1 = d− d1 + 2dµ−i+1 − 2d = d− d1 + 2d1 − 2di − 2d = −(d− d1 + 2di).

So (b) will follow from (3.10).
By linearity of δi, the only monomials in the expansion ofmµ

µ that could conceivably contribute
to a non-zero ci,j are of the following three forms:

(3.12) vµ−1
µ , vjv

µ−2
µ , vjvkv

µ−3
µ .

The first monomial does not figure in the expansion of mµ
µ. Monomials of the other two types

do appear. The second type of monomial in (3.12) must satisfy j = 1 and arises as the product

(3.13) (−1)µ−2ιv1v
µ−2
µ = (−1)µ−2ιλ1

1λ
2
µ−1λ

3
µ−2 · · ·λ

µ−1
2 .
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Monomials of the third type in (3.12) must satisfy k = µ− j + 1. Each such monomial arises in
the expansion of mµ

µ in two ways, which coincide when j = µ− j + 1:

(−1)µ−3ιvjvkv
µ−3
µ = (−1)µ−3ιλ1

jλ
2
µ−1 · · ·λ

µ−j
j+1λ

µ−j+1
1 λµ−j+2

j−1 · · ·λµ−1
2(3.14)

(−1)µ−3ιvjvkv
µ−3
µ = (−1)µ−3ιλ1

µ−j+1λ
2
µ−1 · · ·λ

j−1
µ−j+2λ

j
1λ

j+1
µ−j · · ·λ

µ−1
2 .(3.15)

In terms of the coordinates v1, . . . , vµ, δi contains monomials

wiui∂u1 = w1vi∂v1 ,(3.16)

wµuµ∂uµ−i+1 = wµ−i+1vµ∂vµ−i+1 .(3.17)

Now (3.16) applied to (3.13) contributes w1(−1)µ−2ι to ci,i, (3.17) applied to one or two copies
of (3.14) for i = j contributes 2(−1)µ−3ιwµ−i+1 to ci,i in both cases. There are no contributions
to the coefficient of any other distinguished monomial.

We have proved (3.10), from which (b) follows; (c) is clear, since δ1 is the Euler vector field. □

By Nakayama’s lemma, Proposition 3.4 now follows immediately from (3.2) and Lemma 3.7.

The next result, closely analogous to Corollary 2.9, follows from Proposition 3.4 by the same
argument by which Corollary 2.9 is deduced from Proposition 2.8.

Corollary 3.8. Assume the hypothesis of Proposition 3.4. Then any two adjoint divisors of D
are isomorphic by an isomorphism preserving D. □

Proposition 3.9. Let D = V (h) and A = V (m) be divisors in S, and suppose that D is a free
divisor. Let F be the OS-ideal dm(Der(− logD)), and suppose that m ∈ F . Then the following
two statements are equivalent:

(1) depthOS
F = µ− 1.

(2) D +A is a free divisor.

Proof. Apply the depth lemma (see [BH93, Prop. 1.2.9]) to the two short exact sequences:

0 // ⟨m⟩ // F // F/⟨m⟩ // 0

0 // Der(− log(D +A)) // Der(− logD)
dm // F/⟨m⟩ // 0 □

Proof of Theorem 1.2. By Corollary 3.8, we may assume that A = V (mµ
µ). Recall that

dmµ
µ(Der(− logD)) = F1

by Proposition 3.4 and hence depthOS
F1 = µ − 1 by the Hilbert–Burch Theorem (see [BH93,

Thm. 1.4.17]). So Proposition 3.9 with m = mµ
µ and F = F1 yields the claim. □

Remark 3.10. We remark that the very simple deduction of Theorem 1.2 from Propositions 3.4
and 3.9 does not have a straightforward analogue by which Theorem 1.1 can be deduced from
Propositions 2.8 and 3.9. Firstly, the image D of a stable map-germ f : (Cn, 0) → (Cn+1, 0) is
not free: Der(− logD) has depth n and not n + 1. Secondly, there can be no way of adapting
the argument to deal with this difference without some other input, since when f is the stable
germ of corank 2 of Example 2, the corresponding map Der(− logD) → F1 is surjective, and
F1 has depth n, but even so Der(− log(D +A)) is not free.

We conclude this section with a description of the relation between the adjoint divisor ofD and
the bifurcation set of the deformation. For u ∈ S, we set Xu := π−1

S (u) and define fu : Xu → T
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by fu(x) := F (x, u). We consider S′ := (Cµ−1, 0) with coordinates u′ = u1, . . . , uµ−1, and we
denote by

(3.18) ρ : S → S′ u 7→ u′,

the natural projection forgetting the last coordinate. Recall that the bifurcation set is the set
B ⊂ S′ of parameter values u′ such that fu′ := f(u′,0) has fewer than µ distinct critical values.
The coefficient uµ of gµ = 1 is set to 0 since it has no bearing on the number of critical values. The
bifurcation set consists of two parts: the level bifurcation set Bv consisting of parameter values
u′ for which fu′ has distinct critical points with the same critical value, and the local bifurcation
set Bℓ where fu′ has a degenerate critical point. H. Terao, in [Ter83], and J.W. Bruce in [Bru85]
proved that B is a free divisor and gave algorithms for constructing a basis for Der(− logB).
The free divisor B is of course singular in codimension 1. The topological double points (points
at which B is reducible) are of four generic types:

• Type 1: fu′ has two distinct degenerate critical points, x1 and x2.
• Type 2: fu′ has two distinct pairs of critical points, x1, x2 and x3, x4, such that

fu′(x1) = fu′(x2) and fu′(x3) = fu′(x4).

• Type 3: fu′ has a pair of critical points x1 and x2 with the same critical value, and also a
degenerate critical point x3.

• Type 4: fu′ has three critical points x1, x2 and x3 with the same critical value.
In the neighborhood of a double point of type 1, 2 or 3, B is a normal crossing of two smooth
sheets. In the neighborhood of a double point of type 4, B is isomorphic to a product

B0 × (Cµ−2, 0),

where B0 = V (uv(u− v)) ⊂ (C2, 0).

Proposition 3.11. For any adjoint divisor A for D, (3.18) induces a surjection

(3.19) ρ : D ∩A ↠ B.

Proof. A point u ∈ S lies in D ∩ A if the sum of the lengths of the Jacobian algebras of fu
at points x ∈ f−1

u (0) is greater than 1. The sum may be greater than 1 because for some x
the dimension of the Jacobian algebra is greater than 1 – in which case fu has a degenerate
critical point at x – or because fu has two or more critical points with critical value 0. In either
case, it is clear that ρ(u) ∈ B. If u′ ∈ B, then fu′ has either a degenerate critical point or a
repeated critical value (or both). In both, cases let v be the corresponding critical value. Then
(u′,−v) ∈ D ∩A, proving surjectivity. □

Remark 3.12. The projection (3.19) is a partial normalization, in the sense that generically,
topological double points of u′ ∈ B of types 1, 2 and 3 are separated. Indeed, in each such
case fu′ has two critical points with different critical values, and hence with different preimages
under ρ. However, a general point u′ of type 4 has only one preimage, (u′,−f(u′,0)(xi)), in D∩A.
Generically, at such a point D is a normal crossing of three smooth divisors, and D ∩ A is the
union of their pairwise intersections. Thus B0 is improved to a curve isomorphic to the union of
three coordinate axes in 3-space.

Finally, our free divisors D + A and Ã of Theorems 1.2 and 3.2, and the conjecturally free
divisor Cv of Remark 3.3, fit into the following commutative diagram, in which A is any adjoint
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divisor forD, and the simple and double underlinings indicate conjecturally free and free divisors.

V (H) ∩ Σ0

% �

))

ρ◦π|

����

Cv
� � //

ρ◦π|

����

Ã

π

��

� � // Σ0

π

��

D ∩A

ρ

����

� � // D
� � // D +A

Bℓ
� v 55Bv

� � // B

4. Pull-back of free divisors

In this section, we describe a procedure for constructing new free divisors from old by a
pull-back construction. It is motivated by Example 2.4.(5).

Theorem 4.1. Suppose that D =
∪k

i=1 Di ⊂ (Cn, 0) =: X is a germ of a free divisor. Let
f : X → Y := (Ck, 0) be the map whose ith component fi ∈ OX , for i = 1, . . . , k, is a reduced
equation for Di. Suppose that, for j = 1, . . . , k, there exist vector fields εj ∈ ΘX such that

(4.1) dfi(εj) = δi,j · fi.
Let N := V (y1 · · · yk) ⊂ Y be the normal crossing divisor, so that D = f−1(N). Let E ⊂ Y
be a divisor such that N + E is free. Then provided that no component of f−1(E) lies in D,
f−1(N + E) = D + f−1(E) is a free divisor.

Proof. The vector fields ε1, . . . , εk can be incorporated into a basis ε1, . . . , εn for Der(− logD)
such that (4.1) holds for j = 1, . . . , n and hence

(4.2) tf(εj) =
k∑

i=1

dfi(εj)∂yi =

{
ωf(yj∂yj ), if j ≤ k,

0, otherwise.

Any Saito matrix of N + E can be written in the form SN+E = SN ·A, where
SN = diag(y1, . . . , yk)

is the standard Saito matrix of N and A = (ai,j) ∈ Ok×k
Y . Then, by Saito’s criterion, h := detA

and g := y1 · · · ynh are reduced equations for E and N+E respectively. For j = 1, . . . k, consider

the vector fields vj :=
∑k

i=1 ai,jyi∂yi ∈ Der(− log(N +E)) whose coefficients are the columns of
SN+E and let

ṽj :=

k∑
i=1

(ai,j ◦ f)εi ∈ ΘX .

By (4.2), we have tf(ṽj) = ωf(vj); by construction of the vj , it follows that

d(g ◦ f)(ṽj) = (dg(vj)) ◦ f ∈ (g ◦ f)OX ,

so that ṽj ∈ Der(− log f−1(N + E)), and moreover εj ∈ Der(− log f−1(N + E)) for j > k.
Let SD be the Saito matrix of D, whose columns are the coefficients of the vector fields

ε1, . . . , εn. The matrix of coefficients of the vector fields ṽ1, . . . , ṽk, εk+1, . . . , εn is equal to

SD ·
(
A ◦ f 0
0 In−k

)
and thus its determinant det(SD)·(h◦f) defines D+f−1(E) = f−1(N+E). By Saito’s criterion,
this shows that the latter is a free divisor, provided
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(1) h ◦ f is reduced and
(2) h ◦ f has no irreducible factor in common with f1 · · · fk.

Now h◦f is reduced where f is a submersion. So provided no component of f−1(E) is contained in
the critical set Σf of f , h◦f is reduced. In fact Σf = DSing. To see this, consider the “logarithmic
Jacobian matrix” (εi(fj))1≤i≤n,1≤j≤k of f . The determinant of the first k columns is equal to
f1 · · · fk; thus f1 · · · fk is in the Jacobian ideal of f , so Σf ⊂ D. Thus DSing = D ∩ Σf = Σf .
This shows that condition (2) above implies condition (1). □

Example 4.2. Let D := V (x1 · · ·xn) ⊂ (Cn, 0) be the normal crossing divisor, define

f : (Cn, 0) → (C2, 0)

by f(x1, . . . , xn) = (x1 · · ·xk, xk+1 · · ·xn), and let g ∈ OC2,0 be any germ not divisible by either
of the coordinates. Take N := V (y1y2) and E := V (g(y1, y2)). By Theorem 4.1 it follows that
V (x1 · · ·xng(x1 · · ·xk, xk+1 · · ·xn)) is a free divisor. The condition that no component of f−1(E)
should lie in D is guaranteed by the requirement that neither y1 nor y2 should divide g(y1, y2).

The existence hypothesis (4.1) in the theorem is not fulfilled for every reducible free divisor.
In the graded case, the vector fields εj must have degree zero. If D is the discriminant of a versal
deformation of a weighted homogeneous isolated hypersurface singularity meeting the hypotheses
of Theorem 1.2, and A is an adjoint divisor, then D + A is free but the only vector fields of
weight zero in Der(− logD) are multiples of the Euler field. Thus, hypothesis (4.1) cannot hold.

However there is an interesting class, namely linear free divisors, for which this requirement
always holds. We recall from [GMNRS09] that a free divisor D in the n-dimensional vector
space V is said to be linear if Der(− logD) has a basis consisting of vector fields of weight 0.
The linear span Der(− logD)0 of the basic fields is an n-dimensional Lie algebra. It is naturally
identified with the Lie algebra of the algebraic subgroup ι : GD ↪→ GL(V ) consisting of the
identity component of the set of automorphisms preserving D. It follows that (V,GD, ι) is a
prehomogeneous vector space (see [SK77]) with discriminant D.

Let D ⊂ V be a linear free divisor and D =
∪k

i=1 Di a decomposition into irreducible
components. The corresponding defining equations f1, . . . , fk are polynomial relative invari-
ants of (V,GD, ι) with associated characters χ1, . . . , χk; that is, for g ∈ GD and x ∈ V ,
fj(gx) = χj(g)fj(x). These characters are multiplicatively independent, by [SK77, §4, proof
of Prop. 5]. Let gD denote the Lie algebra of GD. By differentiating the character map
χ = (χ1, . . . , χk) : G → (C∗)k we obtain an epimorphism of Lie algebras dχ : gD → Ck. This
yields a decomposition

gD = ker dχ⊕
k⊕

i=1

Cεi, dχi(εj) = δi,j .

For δ ∈ gD, the equality fi(gx) = χi(g)fi(x) differentiates to δ(fi) = dχi(δ) · fi, which implies
(4.1). We have proved

Proposition 4.3. Any germ of a linear free divisor D satisfies the existence hypothesis (4.1) of
Theorem 4.1. □

Example 4.4. Let σi(y) be the ith symmetric function of y = y1, . . . , yk and set N := V (σk(y))
and E := V (σk−1(y)). As seen in Example 2.4.(5), the divisor N +E is free. So by Theorem 4.1
and Proposition 4.3, for any germ D of a linear free divisor with distinct irreducible components
Di = V (fi), the divisor germ V (σk(f1, . . . , fk)σk−1(f1, . . . , fk)) is also free. No component of
V (σk−1(f1, . . . , fk)) can lie in D, since were this the case, some fi would divide σk−1(f1, . . . , fk)

and therefore would divide f1 · · · f̂i · · · fk.
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If each of the Di is normal, then in fact f−1(E) is an adjoint divisor of the normalization
of D. As the singular locus of any free divisor has pure codimension 1, the singular locus of D

is equal to its non-normal locus. The ring of functions on the normalization D̄ =
⨿k

i=1 Di has
presentation matrix diag(f1, . . . , fk). Thus V (σk−1 ◦ f) is an adjoint divisor of D.

There is another class of divisors that fits naturally into the setup of Theorem 4.1, namely
that of hyperplane arrangements.

Proposition 4.5. Given the hypothesis (4.1), any germ N+E of a free hyperplane arrangement
automatically satisfies the hypothesis on f−1(E) in Theorem 4.1.

Proof. By assumption, N = V (y1, . . . , yk) and E =
∪m

i=k+1 Hi where Hi = V (ℓi) for some linear
equation ℓi(y) =

∑
j αi,jyj for i = k + 1, . . . ,m. We need to show that no component of any of

the ℓi ◦ f is divisible by any fj . Suppose to the contrary that ℓi ◦ f = g · ft. For s ̸= t, εs applied
to this equation gives αi,sfs = εs(g) · ft. Since ft cannot divide fs as D is reduced, it follows
that αi,s = 0 for any s ̸= t, and thus ℓi = αi,tyt. This is absurd since A is supposed reduced. □

Combining Propositions 4.3 and 4.5 proves

Corollary 4.6. Let A =
∪m

i=1 Hi ⊂ (Ck, 0) be the germ of a free hyperplane arrangement
containing the normal crossing divisor {y1 · · · yk = 0}, and let D ⊂ (Cn, 0) be the germ of a linear
free divisor whose irreducible components have equations f1, . . . , fk. If f : (Cn, 0) → (Ck, 0) is
defined by f(x) = (f1(x), . . . , fk(x)), then f−1(A) is a free divisor.

Note that the corollary applies to any essential free arrangement, once suitable coordinates
are chosen.
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GENERICITY OF CAUSTICS ON A CORNER

TAKAHARU TSUKADA

Dedicated to Professor Masahiko Suzuki on his sixtieth birthday

Abstract. We introduce the notions of caustic-equivalence and weak caustic-equivalence re-

lations of reticular Lagrangian maps in order to give a generic classification of “shapes” of
caustics on a corner. We give the figures of all generic caustics on a corner in a smooth

manifold of dimension 2 and 3 under these equivalence relations.

1. Introduction

Lagrangian singularities can be found in many problems of differential geometry, calculus
of variations and mathematical physics. One of the most successful applications is the study
of singularities of caustics. For example, the particles incident along geodesics from a smooth
hypersurface V n−1 in a Riemannian manifold Mn to conormal directions define a Lagrangian
submanifold at a point in the cotangent bundle. The caustic generated by the hypersurface

Figure 1. Example of caustics on a corner

is regarded as the caustic of the Lagrangian map defined by the restriction of the cotangent
bundle projection to the Lagrangian submanifold. In [5] we investigated the theory of reticular
Lagrangian maps, which is a generalized notion of Lagrangian maps and can be described as
stable caustics generated by a hypersurface germ with a boundary(r = 1), a corner(r = 2), or an
r-corner in a smooth manifold. In [6] we gave classification lists of generic caustics in the case
r = 0, 1 respectively. In the case r = 2, that is the initial hypersurface has a corner, the method
used in [6] does not work well by the modality of generating families since the transversality
theorem can not work in this case.

In the case r = 2 we consider the following situation: Let V be a 2-dimensional hypersurface
germ in a 3-dimensional manifold M . We suppose that V is the light source with a corner and
there exist local coordinates (x1, x2, x3) such that V = {(x1, x2, 0) ∈ (R3, 0)|x1 ≥ 0, x2 ≥ 0}. We

http://dx.doi.org/10.5427/jsing.2013.7o
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Figure 2. Example of caustics on a boundary

consider that the light rays are incident from each of V , V1 = V ∩ {x1 = 0}, V2 = V ∩ {x2 = 0},
and VI2 = V ∩{x1 = x2 = 0} to the conormal directions, where I2 = {1, 2}. We denote them by
L0
∅, L

0
1, L

0
2, L

0
I2

respectively. Then they are reduced to the following normal forms by a suitable

symplectic diffeomorphism on (T ∗R3, 0):

L0
σ = {(q, p) ∈ (T ∗R3, 0)|qσ = pI2\σ = q3 = 0, qI2\σ ≥ 0},

for σ = ∅, 1, 2, I2. Then all L0
σ are transposed around a point in T ∗M by a symplectic diffeo-

morphism S on T ∗M along geodesics. By taking a Lagrangian equivalence around this point,
we may assume that S is given by S : (T ∗R3, 0)→ (T ∗R3, 0). Let

L = {(q, p) ∈ T ∗R3|q1p1 = q2p2 = q3 = 0, q1 ≥ 0, q2 ≥ 0}

be a representative as a germ of the union of all L0
σ.

We define i = S|L. Let π : (T ∗R3, 0) → (R3, 0) be the canonical Lagrangian projection. We
consider the following map

(L, 0)
i−→ (T ∗R3, 0)

π−→ (R3, 0).

We define the caustic of π ◦ i to be the union of the caustics Cσ of the Lagrangian maps π ◦ i|L0
σ

for all σ ⊂ I2 and the quasi-caustic Qσ,τ = π ◦ i(L0
σ ∩ L0

τ ) for all σ, τ ⊂ Ir(σ 6= τ).
In the case r = 2, the caustic of π ◦ i is

C∅ ∪ C1 ∪ C2 ∪ C{1,2} ∪Q∅,1 ∪Q∅,2 ∪Q1,{1,2} ∪Q2,{1,2}.

Then the quasi-caustic Qσ,τ expresses the intersection of light rays incident from Vσ and Vτ .

Our purpose is the investigation of generic caustics under perturbations of S. All functions
and maps are smooth, unless stated otherwise.

We here give a review of the theory of reticular Lagrangian maps which is developed in [5].

Reticular Lagrangian maps: Let Ir = {1, . . . , r},

L = {(q, p) ∈ T ∗Rn| q1p1 = · · · = qrpr = qr+1 = · · · = qn = 0, qIr ≥ 0}

be a representative of the union of

L0
σ = {(q, p) ∈ (T ∗Rn, 0)|qσ = pIr\σ = qr+1 = · · · = qn = 0, qIr\σ ≥ 0}
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for all σ ⊂ Ir. We write qσ = 0 for the condition qi = 0 for all i ∈ σ and write qσ ≥ 0 for
the condition qi ≥ 0 for all i ∈ σ and write other notations analogously. The set L0

σ is the
normalization of the particles incident from the σ-edge Vσ := V ∩ {qσ = 0} of the light source
hypersurface V = {(q1, . . . , qn) ∈ (Rn, 0)|q1 ≥ 0, . . . , qr ≥ 0, qn = 0} with an r-corner for some
local coordinate system q of M to conormal directions. Let π : (T ∗Rn, 0) → (Rn, 0) be the
canonical Lagrangian projection.

A map germ π ◦ i : (L, 0)→ (T ∗Rn, 0)→ (Rn, 0) is called a reticular Lagrangian map if there
exists a symplectic diffeomorphism germ S on (T ∗Rn, 0) such that i = S|L.

We note that the particles incident from all Vσ
′s to the conormal directions are mapped along

geodesics. This map is extended to the reticular Lagrangian immersion i which is the generalized
notion of Lagrangian immersion.

Equivalence relation: We call a symplectic diffeomorphism germ φ on (T ∗Rn, 0) a reticular
diffeomorphism if φ(L0

σ) = L0
σ for σ ⊂ Ir. We say that reticular Lagrangian maps

π ◦ i1, π ◦ i2 : (L, 0)→ (T ∗Rn, 0)→ (Rn, 0)

are Lagrangian equivalent if there exist a reticular diffeomorphism φ and a Lagrangian equivalence
Θ (a symplectic diffeomorphism which preserves the fiber of π) such that the following diagram
is commutative:

(L, 0)
i1−→ (T ∗Rn, 0)

π−→ (Rn, 0)
φ|L ↓ Θ ↓ g ↓

(L, 0)
i2−→ (T ∗Rn, 0)

π−→ (Rn, 0),

where g is the diffeomorphism of the base space of π induced by Θ.
It may be thought that a reticular diffeomorphism does not have to be a symplectic diffeo-

morphism. But a reticular diffeomorphism consists of compositions of two symplectic diffeomor-
phisms and a Lagrangian equivalence, it follows that a reticular diffeomorphism is automatically
a symplectic diffeomorphism. We also remark that if two reticular Lagrangian maps π ◦ i1 and
π◦ i2 are Lagrangian equivalent, then the Lagrangian maps π◦ i1|L0

σ
and π◦ i2|L0

σ
are Lagrangian

equivalent for each σ ⊂ Ir.

Let U, V be open sets in Rm1 ,Rm2 respectively. We denote by C∞(U, V ) the set which consists
of smooth maps from U to V . We define

Nf (l, ε,K) = { g ∈ C∞(U, V ) | |Dα(g − f)x| < ε ∀x ∈ K, |α| < l }

for each f ∈ C∞(U, V ), l ∈ N, ε > 0 and compact set K in U . Then the family of sets Nf (l, ε,K)
forms a basis for the C∞-topology on C∞(U, V ).

Let U be an open set in T ∗Rn, and S(U, T ∗Rn) be the set which consists of symplectic
embeddings from U to T ∗Rn. We equip S(U, T ∗Rn) the induced topology from C∞-topology
of C∞(U, T ∗Rn). We define S(T ∗Rn, 0) to be the set of symplectic diffeomorphism germs on
(T ∗Rn, 0).

We say that a reticular Lagrangian map π ◦ i : (L, 0) → (T ∗Rn, 0) → (Rn, 0) is stable if the

following holds: For any extension S ∈ S(T ∗Rn, 0) of i and any representative S̃ ∈ S(U, T ∗Rn) of

S, there exists a neighborhood NS̃ of S̃ such that for any T̃ ∈ NS̃ the reticular Lagrangian maps

π ◦ (T̃ |L at x0) and π ◦ i are Lagrangian equivalent for some x0 = (0, · · · , 0, P 0
r+1, · · · , P 0

n) ∈ U ,

where the map (T̃ |L at x0) is given by x(∈ L) 7→ T̃ (x+ x0)− T̃ (x0).
Generating family: Let Hr = {(x1, . . . , xr) ∈ Rr|x1 ≥ 0, . . . , xr ≥ 0} be an r-corner. We

denote by E(r; k) the set of all germs at 0 in Hr × Rk of smooth maps Hr × Rk → R and set
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M(r; k) = {f ∈ E(r; k)|f(0) = 0}. We write E(k) for E(0; k) and M(k) for M(0; k). Then E(r; k)
is an R-algebra in the usual way and M(r; k) is its unique maximal ideal.

We denote by J l(r + k, p) the set of l-jets at 0 of germs in E(r; k, p). There are natural
projections:

πl : E(r; k, p) −→ J l(r + k, p), πl1l2 : J l1(r + k, p) −→ J l2(r + k, p) (l1 > l2).

We write jlf(0) for πl(f) for each f ∈ E(r; k, p).

A function germ F (x, y, q) ∈M(r; k + n)2 is called S-non-degenerate if

x1, · · · , xr,
∂F

∂x1
, · · · , ∂F

∂xr
,
∂F

∂y1
, · · · , ∂F

∂yk

are independent on (Hk × Rk+n, 0), that is

rank


∂2F

∂x∂y

∂2F

∂x∂q
∂2F

∂y∂y

∂2F

∂y∂q


0

= r + k.

We say that an S-non-degenerate function germ F (x, y, q) ∈ M(r; k + n)2 is a generating
family of a reticular Lagrangian map π ◦ i if F |xσ=0 is a generating family of the Lagrangian
map π ◦ i|L0

σ
, that is

i(L0
σ) = {(q, ∂F

∂q
(x, y, q)) ∈ (T ∗Rn, 0)|xσ =

∂F

∂xIr\σ
=
∂F

∂y
= 0, xIr\σ ≥ 0}

for σ ⊂ Ir.

Generating families of reticular Lagrangian maps with caustics of Figure 1,2 are given as
follows:
Figure 1(left): F (x1, x2, q1, q2) = x21 − x1x2 + x22 + q1x1 + q2x2,
Figure 1(right): F (x1, x2, q1, q2, q3) = x21 − x1x2 − x32 + q1x1 + q2x2 + q3x

2
2,

Figure 2(left): F (x, q1, q2) = x3 + q1x
2 + q2x,

Figure 2(right): F (x, q1, q2, q3) = x4 + q1x
3 + q2x

2 + q1x.
We showed that the Lagrangian maps of figure 2 are stable in [5].

We calculate the caustic of the first example: The canonical relation

Pi := {(x, i(x)) ∈ (L× T ∗R, (0, 0))}

of i is given by the generating family H(Q1, Q2, q1, q2) = Q2
1 −Q1Q2 +Q2

2 +Q1q1 +Q2q2 such
that

Pi = {(Q1, Q2,−
∂H

∂Q1
,− ∂H

∂Q2
, q1, q2,

∂H

∂q1
,
∂H

∂q2
)}

= {Q1, Q2,−2Q1 +Q2 − q1, Q1 − 2Q2 − q2, q1, q2, Q1, Q2)}.
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Therefore we have that

i(L0
∅) = L∅ = {(q1, q2,

∂F

∂q1
,
∂F

∂q2
) ∈ (T ∗R2, 0)| ∂F

∂x1
=
∂F

∂x2
= 0}

= {(−2x1 + x2, x1 − 2x2, x1, x2)},

i(L0
1) = L1 = {(q, ∂F

∂q
)|x1 =

∂F

∂x2
= 0} = {(q1,−2x2, 0, x2)},

i(L0
2) = L2 = {(q, ∂F

∂q
)|x2 =

∂F

∂x1
= 0} = {(−2x1, q2, x1, 0)},

i(L0
{1,2}) = L{1,2} = {(q, ∂F

∂q
)|x1 = x2 = 0} = {(q1, q2, 0, 0)}.

Therefore C∅ = C1 = C2 = C{1,2} = ∅.

Q∅,1 = {(x2,−2x2) ∈ (R2, 0)|x2 ≥ 0}, Q∅,2 = {(−2x1, x1)|x1 ≥ 0},

Q1,{1,2} = {(q1, 0)}, Q2,{1,2} = {(0, q2)}.
Stability of unfoldings: We recall the theory of unfolding which is developed in [5, p.583

Section 4]. Let (x, y) = (x1, . . . , xr, y1, . . . , yk) be a fixed coordinate system of (Hr ×Rk, 0). We
denote by B(r; k) the group of diffeomorphism germs on (Hr × Rk, 0) of the form:

Φ(x, y) = (x1φ
1
1(x, y), . . . , xrφ

r
1(x, y), φ12(x, y), . . . , φk2(x, y)).

We also denote by Bn(r; k+n) the group of diffeomorphism germs on (Hr×Rk+n, 0) of the form:

Φ(x, y, q) = (x1φ
1
1(x, y, q), . . . , xrφ

r
1(x, y, q), φ12(x, y, q), . . . , φk2(x, y, q),

φ13(q), . . . , φn3 (q)).

We write Φ(x, y, q) = (xφ1(x, y, q), φ2(x, y, q), φ3(q)), x∂f∂x = (x1
∂f
∂x1

, · · · , xr ∂f∂xr ) and write other
notations analogously.

We say that f, g ∈ E(r; k) are reticular R-equivalent if there exists φ ∈ B(r; k) such that
g = f ◦ φ.

We say that F,G ∈ E(r; k + n) are reticular P-R+-equivalent if there exist Φ ∈ Bn(r; k + n)
and a ∈M(n) such that G(x, y, q) = F ◦ Φ(x, y, q) + a(q) for (x, y, q) ∈ (Hr × Rk+n, 0). We say
that F ∈ E(r; k1 + n) and G ∈ E(r; k2 + n) are stably reticular P-R+-equivalent if F and G are
reticular P-R+-equivalent after the addition of nondegenerate quadratic forms of y.

We say that a function germ f ∈M(r; k) is R-simple if the following holds: For a sufficiently
large integer l, there exists a neighborhood N of jlf(0) in J l(r + k, 1) such that N intersects
with a finite number of R-orbits. By [1] we have that:

Theorem 1.1. (see also [2, p.279]) An R-simple function germ in M(1; k)2 is stably R-equivalent
to one of the following function germs:

B±l : ±xl (l ≥ 2), C±l : xy ± yl (l ≥ 3), F±4 : ±x2 + y3.

Let U be an open set in Rn. We equip C∞(U,Rn) with the C∞-topology. Let f ∈ M(r; k)
and F ∈M(r; k+n) be an unfolding of f . We say that F is reticular P-R+-stable if the following

condition holds: For any neighborhood U of 0 in Rr+k+n and any representative F̃ ∈ C∞(U,R) of

F , there exists a neighborhood NF̃ of F̃ such that, for any element G̃ ∈ NF̃ , the germ G̃|Hr×Rk+n
at (0, y0, q0) is reticular P-R+-equivalent to F for some (0, y0, q0) ∈ U .
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We say that F is reticular P-R+-infinitesimal versal if

E(r; k) = 〈x∂f
∂x
,
∂f

∂y
〉E(r;k) + 〈1, ∂F

∂q
|q=0〉R.

In [5] we define other stabilities of unfoldings: versatility, infinitesimal stability, homotopical
stability.

As a consequence of Damon’s theory of good action, we have the following theorem:

Theorem 1.2. (see [5, Theorem 4.5]) Let F ∈ M(r; k + n) be an unfolding of f ∈ M(r; k).
Then the following are all equivalent.
(1) F is reticular P-R+-stable.
(2) F is reticular P-R+-versal.
(3) F is reticular P-R+-infinitesimally versal.
(4) F is reticular P-R+-infinitesimally stable.
(5) F is reticular P-R+-homotopically stable.

The relation between reticular Lagrangian maps and their generating families are
given in the following theorems:

Theorem 1.3. (see [5, Theorem 3.2]) (1) For any reticular Lagrangian map π ◦ i, there exists
a function germ F ∈M(r; k + n)2 which is a generating family of π ◦ i.
(2) For any S-non-degenerate function germ F ∈M(r; k+n)2, there exists a reticular Lagrangian
map of which F is a generating family.
(3) Two reticular Lagrangian maps are Lagrangian equivalent if and only if their generating
families are stably reticular P-R+-equivalent.

We remark that Nguyen Huu Duc, Nguyen Tien Dai and F. Pham proved the same theorem
in the complex analytic category (cf., [3]). But their method does not work well for the C∞-
category because Ft = (1 − t)F + tF ′′ on p.14 may be degenerate at some point in [0, 1]. We
solved this problem in [5, p.577-582]. Our method is available for all of C∞, real analytic, and
complex analytic categories.

Theorem 1.4. (see [5, Theorem 5.5] or [6, Theorem 3.1]) Let π◦i : (L, 0)→ (T ∗Rn, 0)→ (Rn, 0)
be a reticular Lagrangian map with the generating family F (x, y, q) ∈M(r; k + n)2. Then π ◦ i
is stable if and only if F is a reticular P-R+-stable unfolding of F |q=0.

We investigated the genericity of caustics on an r-corner and gave the generic classification
for the cases r = 0 and 1 in [6]. We also showed that the method in [6] does not work well for the
case r = 2 by the modality of generating families. In this paper we introduce two equivalence
relations of reticular Lagrangian maps which are weaker than Lagrangian equivalence in order
to give a generic classification of caustics on a corner.

2. Caustic- and Weak Caustic-equivalences

We introduce equivalence relations on reticular Lagrangian maps and their generating fam-
ilies.

Let π ◦ ij be reticular Lagrangian maps for j = 1, 2. We say that they are caustic-equivalent
if there exists a diffeomorphism germ g on (Rn, 0) such that

(1) g(C1
σ) = C2

σ, g(Q1
σ,τ ) = Q2

σ,τ for all σ, τ ⊂ Ir (σ 6= τ).
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When all Ciσ and Qiσ,τ are smooth, we may define weak caustic-equivalence. We say that

reticular Lagrangian maps π ◦ i1 and π ◦ i2 are weakly caustic-equivalent if all Ciσ and Qiσ,τ are

smooth and there exists a homeomorphism germ g on (Rn, 0) such that g is smooth on all C1
σ,

Q1
σ,τ , and satisfies (1).

We shall define the stabilities of reticular Lagrangian maps under the above equivalence re-
lations and define the corresponding equivalence relations and stabilities of their generating
families.

The purpose of this paper is to show the following theorem:

Theorem 2.1. Let n = 2, 3, U a neighborhood of 0 in T ∗Rn, S(T ∗Rn, 0) be the set of symplectic
diffeomorphism germs on (T ∗Rn, 0), and S(U, T ∗Rn) be the space of symplectic embeddings from
U to T ∗Rn with the C∞-topology. Then there exists a residual set O ⊂ S(U, T ∗Rn) such that

for any S̃ ∈ O and x ∈ U , the reticular Lagrangian map π ◦ S̃x|L is weakly caustic-stable or

caustic-stable, where S̃x ∈ S(T ∗Rn, 0) is defined by the map x0 7→ S̃(x0 + x)− S̃(x).

A reticular Lagrangian map π ◦ S̃x|L for any S̃ ∈ O and x ∈ U is weakly caustic-equivalent to

one which has a weak reticular P-C-stable generating family B±,+,12,2 , B±,+,22,2 , B±,−2,2 , or is caustic

equivalent to one which has a reticular P-C-stable generating family B±,02,2 , B±.±2,2,3, B±,±2,3 , B±,±3,2 ,

C±,±3,2 :

B±,+,12,2 : F (x1, x2, q1, q2) = x21 ± x1x2 + 1
5x

2
2 + q1x1 + q2x2,

B±,+,22,2 : F (x1, x2, q1, q2) = x21 ± x1x2 + x22 + q1x1 + q2x2,

B±,−2,2 : F (x1, x2, q1, q2) = x21 ± x1x2 − x22 + q1x1 + q2x2,

B±,02,2 : F (x1, x2, q1, q2, q3) = x21 ± x22 + q1x1 + q2x2 + q3x1x2,

B±,±2,2,3: F (x1, x2, q1, q2, q3) = (x1 ± x2)2 ± x32 + q1x1 + q2x2 + q3x
2
2,

B±,±2,3 : F (x1, x2, q1, q2, q3) = x21 ± x1x2 ± x32 + q1x1 + q2x2 + q3x
2
2,

B±,±3,2 : F (x1, x2, q1, q2, q3) = x31 ± x1x2 ± x22 + q1x1 + q2x2 + q3x
2
1,

C±,±3,2 : F (y, x1, x2, q1, q2, q3) = ±y3 + x1y ± x2y + x22 + q1y + q2x1 + q3x2.

In order to describe the caustic-equivalence of reticular Lagrangian maps by their generat-
ing families, we introduce the following equivalence relation of function germs. We say that
function germs f, g ∈ E(r; k) are reticular C-equivalent if there exist φ ∈ B(r; k) and a non-zero
number a ∈ R such that g = a · f ◦ φ. We construct the theory of unfoldings with respect
to the corresponding equivalence relation. Then the relation of unfoldings is given as follows:
Two function germs F (x, y, q), G(x, y, q) ∈ E(r; k + n) are reticular P-C-equivalent if there exist
Φ ∈ Bn(r; k + n) and a unit a ∈ E(n) and b ∈M(n) such that G = a · F ◦ Φ + b. We define the
stable reticular (P-)C-equivalence in the usual way. We remark that a reticular P-C-equivalence
class includes the reticular P-R+-equivalence classes.

We review the results of the theory of function germs under this equivalence relation. Let
F (x, y, q) ∈M(r; k + n) be an unfolding of f(x, y) ∈M(r; k).

We say that F is reticular P-C-stable if the following condition holds: For any neighborhood
U of 0 in Rr+k+n and any representative F̃ ∈ C∞(U,R) of F , there exists a neighborhood NF̃
of F̃ in the C∞-topology such that for any element G̃ ∈ NF̃ the germ G̃|Hr×Rk+n at (0, y0, q0) is
reticular P-C-equivalent to F for some (0, y0, q0) ∈ U .
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We say that F is reticular P-C-versal if all unfoldings of f are reticular P-C-f -induced from
F . That is, for any unfolding G ∈M(r; k + n′) of f , there exist a map germ

Φ : (Hr × Rk+n
′
, 0)→ (Hr × Rk+n, 0)

and a unit a ∈ E(n′) and b ∈M(n′) satisfying the following conditions:
(1) Φ(x, y, 0) = (x, y, 0) for all (x, y) ∈ (Hr × Rk, 0) and a(0) = 1, b(0) = 0,
(2) Φ can be written in the form: Φ(x, y, q) = (xφ1(x, y, q), φ2(x, y, q), φ3(q)),

(3) G(x, y, q) = a(q) · F ◦ Φ(x, y, q) + b(q) for all (x, y, q) ∈ (Hr × Rk+n′
, 0).

We say that F is reticular P-C-infinitesimally versal if

(2) E(r; k) = 〈x∂f
∂x
,
∂f

∂y
〉E(r;k) + 〈1, f, ∂F

∂q
|q=0〉R.

We say that F is reticular P-C-infinitesimally stable if

E(r; k + n) = 〈x∂F
∂x

,
∂F

∂y
〉E(r;k+n) + 〈1, F, ∂F

∂q
〉E(n).

We say that F is reticular P-C-homotopically stable if for any smooth path-germ

(R, 0)→ E(r; k + n), t 7→ Ft

with F0 = F , there exists a smooth path-germ

(R, 0)→ Bn(r; k + n)× E(n)× E(n), t 7→ (Φt, at, bt)

with (Φ0, a0, b0) = (id, 1, 0) such that each (Φt, at, bt) is a reticular P-C-isomorphism from F to
Ft, that is Ft = at · F ◦ Φt + bt for t around 0.

The following theorem is used to prove that the stabilities of reticular Lagrangian maps and
their generating families are equivalent.

Theorem 2.2. (cf., [5, Theorem 4.5]) Let F ∈ M(r; k + n) be an unfolding of f ∈ M(r; k).
Then the following are all equivalent.
(1) F is reticular P-C-stable.
(2) F is reticular P-C-versal.
(3) F is reticular P-C-infinitesimally versal.
(4) F is reticular P-C-infinitesimally stable.
(5) F is reticular P-C-homotopically stable.

For a non-quasihomogeneous function germ f(x, y) ∈ M(r; k), if 1, f, a1, . . . , an ∈ E(r; k) is
a representative of a basis of the vector space

E(r; k)/〈x∂f
∂x
,
∂f

∂y
〉E(r;k),

then the function germ f + a1q1 + · · · + anqn ∈M(r; k + n) is a reticular P-C-stable unfolding
of f by (2). We call n the reticular C-codimension of f . We remark that the dimension of the
vector space is (n+ 2), but the reticular C-codimension is n.

If f is quasihomogeneous then f is included in 〈x∂f∂x ,
∂f
∂y 〉E(r;k). This means that the reticular

C-codimension of a quasihomogeneous function germ is equal to its reticular R+-codimension.
Therefore if 1, a1, . . . , an ∈ E(r; k) is a representative of a basis of the vector space, the function
germ f + a1q1 + · · · + anqn ∈ M(r; k + n) is a reticular P-C-stable unfolding of f . In this case
the dimension of the vector space is (n+ 1), but the reticular C-codimension is n.
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We define the simplicity of function germs under the reticular C-equivalence in the usual way
(cf., the definition before Theorem 1.1).

Theorem 2.3. (cf., Theorem 1.1) A reticular C-simple function germ in M(1; k)2 is stably
reticular C-equivalent to one of the following function germs:

Bl : xl (l ≥ 2), Cεl : xy + εyl (εl−1 = 1, l ≥ 3), F4 : x2 + y3.

The relation between reticular Lagrangian maps and their generating families under the
caustic-equivalence are given as follows:

Proposition 2.4. Let π◦ij be reticular Lagrangian maps with generating families Fj for j = 1, 2.
If F1 and F2 are stably reticular P-C-equivalent then π ◦ i1 and π ◦ i2 are caustic-equivalent.

Proof. The function germ F2 may be written as F2(x, y, q) = a(q)F3(x, y, q), where a is a unit
and F1 and F3 are stably reticular P-R+-equivalent. Then the reticular Lagrangian map π ◦ i3
given by F3 and π ◦ i1 are Lagrangian equivalent and the caustic of π ◦ i2 and π ◦ i3 coincide
with each other. �

This proposition shows that it is enough to classify function germs under stable reticular
P-C-equivalence in order to classify reticular Lagrangian maps under caustic-equivalence. We
give here the following classification list:

Theorem 2.5. (see [5, p.592]) Let f ∈ M(2; k)2 have reticular C-codimension ≤ 3. Then f is
stably reticular C-equivalent to one in the following list.

k Normal form codim Conditions Notation

0 x21 ± x1x2 + ax22 3 0 < a < 1
4 B±,+,12,2,a

x21 ± x1x2 + ax22 3 a > 1
4 B±,+,22,2,a

x21 ± x1x2 + ax22 3 a < 0 B±,−2,2,a

x21 ± x22 3 B±,02,2

(x1 ± x2)2 ± x32 3 B±,±2,2,3

x21 ± x1x2 ± x32 3 B±,±2,3

x31 ± x1x2 ± x22 3 B±,±3,2

1 ±y3 + x1y ± x2y + x22 3 C±,±3,2

We remark that the stable reticular C-equivalence class B+,+
2,3 of x21 +x1x2 +x32 consists of the

union of the stable reticular R-equivalence classes of x21 + x1x2 + ax32 and −x21 − x1x2 − ax32 for

a > 0. Since x1
∂f
∂x1

, x2
∂f
∂x2

, f are linear independent, this means that the C-equivalence class of

f is simple. The same things hold for B±,±2,2,3, B±,±2,3 , B±,±3,2 , C±,±3,2 .

We also remark that the classification list looks like that of D.Siersma [4, p.126]. But our
equivalence relation differs from his.

3. Caustic-stability

We define the caustic-stability of reticular Lagrangian maps and reduce our investigation to
finite-dimensional jet spaces of symplectic diffeomorphism germs.

We say that a reticular Lagrangian map π ◦ i is caustic-stable if the following condition holds:
For any extension S ∈ S(T ∗Rn, 0) of i and any representative S̃ ∈ S(U, T ∗Rn) of S, there exists

a neighborhood NS̃ of S̃ such that for any S̃′ ∈ NS̃ the reticular Lagrangian map π ◦ S̃′|L at x0
and π ◦ i are caustic-equivalent for some x0 = (0, . . . , 0, p0r+1, . . . , p

0
n) ∈ U .

Definition 3.1. Let π ◦ i be a reticular Lagrangian map and l be a non-negative number. We
say that π ◦ i is caustic l-determined if the following condition holds: For any extension S of
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i, the reticular Lagrangian map π ◦ S′|L and π ◦ i are caustic-equivalent for any symplectic
diffeomorphism germ S′ on (T ∗Rn, 0) satisfying jlS(0) = jlS′(0).

Lemma 3.2. Let π ◦ i : (L, 0) → (T ∗Rn, 0) → (Rn, 0) be a reticular Lagrangian map. If a
generating family of π ◦ i is reticular P-C-stable then π ◦ i is caustic (n+ 2)-determined.

Proof. This is proved in a manner analogous to that of [6, Theorem 5.3]. We give a sketch of
the proof. Let S be an extension of i. Then we may assume that there exists a function germ
H(Q, p) such that the canonical relation PS has the form:

PS = {(Q,−∂H
∂Q

(Q, p),−∂H
∂p

(Q, p), p) ∈ (T ∗Rn × T ∗Rn, (0, 0))}.

Then the function germ F (x, y, q) = H0(x, y) + 〈y, q〉 is a reticular P-C-stable generating family
of π ◦ i, and H0 is reticular R-(n+ 3)-determined, where H0(x, y) = H(x, 0, y). Let a symplectic
diffeomorphism germ S′ on (T ∗Rn, 0) satisfying jn+2S(0) = jn+2S′(0) be given. Then there
exists a function germ H ′(Q, p) such that the canonical relation PS′ has the same form for H ′

and the function germ G(x, y, q) = H ′0(x, y) + 〈y, q〉 is a generating family of π ◦ S′|L. Then
it holds that jn+3H0(0) = jn+3H ′0(0). There exists a function germ G′ such that G and G′

are reticular P-R-equivalent and F and G′ are reticular P-C-infinitesimal versal unfoldings of
H0(x, y). It follows that F and G are reticular P-C-equivalent by Theorem 1.2. Therefore π ◦ i
and π ◦ S′|L are caustic-equivalent. �

Let Sl(n) be the Lie group which consists of l-jets of symplectic diffeomorphisms on (TnR, 0).

Orbits of the caustic-equivalence classes B±,±2,2,3, B
±,±
2,3 B±,±3,2 , C±,±3,2 : Let [SX ]c be the

caustic-equivalence class of SX ∈ S(T ∗R3, 0) for each X = B±,±2,2,3, B
±,±
2,3 B±,±3,2 , C±,±3,2 in Theorem

2.5 such that π ◦ SX |L has a generating family which is a reticular P-C-stable unfolding of X.
Since the above singularities are reticular C-simple, this means that [jlSX(0)]c(:= jl[SX(0)]c)
are immersed manifolds in Sl(3) for l ≥ 2.

4. Weak Caustic-equivalence

There exist modalities in the classification list of Theorem 2.5. This means that caustic-
equivalence is still too strong for a generic classification of caustics on a corner. In order to
obtain a generic classification, we need to admit weak caustic-equivalence and the corresponding
equivalence relation on generating families.

We say that a reticular Lagrangian map π ◦ i is weakly caustic-stable if the following condition
holds: For any extension S ∈ S(T ∗Rn, 0) of i and any representative S̃ ∈ S(U, T ∗Rn) of S, there

exists a neighborhood NS̃ of S̃ such that for any S̃′ ∈ NS̃ the reticular Lagrangian map π ◦ S̃′|L
at x0 and π ◦ i are weakly caustic-equivalent for some x0 = (0, . . . , 0, p0r+1, . . . , p

0
n) ∈ U .

We say that two function germs in M(r; k + n)2 are weakly reticular P-C-equivalent if they
are generating families of weakly caustic-equivalent reticular Lagrangian maps. We say that two
function germs in M(r; k)2 are weakly reticular C-equivalent if they have unfoldings which are
weakly reticular P-C-equivalent. We define the stable weakly reticular (P-)C-equivalence in the
usual way.

We say that a function germ F (x, y, q) ∈ M(r; k + n) is weakly reticular P-C-stable if the
following condition holds: For any neighborhood U of 0 in Rr+k+n and any representative
F̃ ∈ C∞(U,R) of F , there exists a neighborhood NF̃ of F̃ in the C∞-topology such that for any



GENERICITY OF CAUSTICS ON A CORNER 285

element G̃ ∈ NF̃ the germ G̃|Hr×Rk+n at (0, y0, q0) is weakly reticular P-C-equivalent to F for
some (0, y0, q0) ∈ U .

Orbits of weak caustic-equivalence classes B±,+,12,2,a , B
±,+,2
2,2,a , B

±,−
2,2,a: We investigate here

the weak reticular C-equivalence classes B+,+,2
2,2,a of function germs. The same methods are valid

for the classes B±,+,12,2,a , B±,+,22,2,a , B±,−2,2,a. So we discuss only the classes B+,+,2
2,2,a .

We consider the reticular Lagrangian maps π ◦ ia : (L, 0) → (T ∗R2, 0) → (R2, 0) with the
generating families Fa(x1, x2, q1, q2) = x21+x1x2+ax22+q1x1+q2x2 (a > 1

4 ). We give the caustics

of π ◦ ia and π ◦ ib for 1
4 < a < b. In these figures Q1,I2 , Q2,I2 , Q∅,2 are in the same positions.

Figure 3. the caustics of π ◦ ia Figure 4. the caustics of π ◦ ib

Suppose that there exists a diffeomorphism germ g on (R2, 0) such that Q1,I2 , Q2,I2 , Q∅,2 are
invariant under g. Then g can not map Q∅,1 from one to the other. This implies that caustic-
equivalence is too strong for generic classifications. But these caustics are equivalent under weak
caustic-equivalence. The homeomorphism germ Φba on (R2, 0) is given as follows: We consider
the unit circle U with center 0 and let Ua, Ub be the intersection of U and the caustics of π ◦ ia,
π ◦ ib respectively. Then there exists a diffeomorphism φba on U such that φba(Ua) = Ub and φba
depends smoothly on a, b. We extend naturally the source space of φba to R2 − {0} and define

Φba(x) =

{
φba(x) x 6= 0

0 x = 0.

Then the map germ Φba at 0 gives a weak caustic-equivalence of π ◦ ia and π ◦ ib. We remark
that Φba is smooth and depends smoothly on a, b except at the origin. This means that the weak
caustic-equivalence Φ1

a is naturally extended for weak caustic equivalence from the (caustic)
stable reticular Lagrangian map with the generating families

F ′a(x1, x2, q1, q2, q3) = x21 + x1x2 + ax22 + q1x1 + q2x2 + q3x
2
2

to F ′(x1, x2, q1, q2, q3) = x21 + x1x2 + x22 + q1x1 + q2x2. The figure of the corresponding caustic
is given in Figure 8. We also remark that the functions x21 + x1x2 + x22 + q1x1 + q2x2 and
x21 + x1x2 + 1

5x
2
2 + q1x1 + q2x2 are not weakly reticular P-C-equivalent because Q∅,1 and Q∅,1 of

their caustics are in the opposite positions to each other.
Then we have that the function germs fa(x) = x21 +x1x2 +ax22(a > 1

4 ) are all weakly reticular
C-equivalent to each other.
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We define the weak reticular C-equivalence class [fa]w of fa by
⋃
a> 1

4
[fa]c. We also define the

weak reticular C-equivalence class [jlfa(0)]w of jlfa(0) by
⋃
a> 1

4
jl([fa]c).

Since x1
∂fa
∂x1

, x2
∂fa
∂x2

, x22 are linear independent and span the tangent space of the weak reticular

C-equivalence class [fa]w, we have that [fa]w is an immersed manifold in J3(2, 1).

We classify function germs in M(2; k)2 with respect to the reticular C-equivalence and weak
reticular C-equivalence with the codimension≤ 3. Then we have the following list:

k Normal form codim Notation

0 x21 ± x1x2 + 1
5x

2
2 2 B±,+,12,2

x21 ± x1x2 + x22 2 B±,+,22,2

x21 ± x1x2 − x22 2 B±,−2,2

x21 ± x22 3 B±,02,2

(x1 ± x2)2 ± x32 3 B±,±2,2,3

x21 ± x1x2 ± x32 3 B±,±2,3

1 ±y3 + x1y ± x2y + x22 3 C±,±3,2

We need to show the following proposition:

Proposition 4.1. Let π◦ ia : (L, 0)→ (T ∗R2, 0)→ (R2, 0) be the reticular Lagrangian map with

the generating family x21 + x1x2 + ax22 + q1x1 + q2x2(B+,+,2
2,2 ). Let Sa ∈ S(T ∗R2, 0) be extensions

of ia. Then the weak caustic-equivalence class

[jlS1(0)]w :=
⋃
a> 1

4

[jlSa(0)]c

is an immersed manifold in Sl(2) for l ≥ 1.

Proof. Let f(x1, x2) = x21 + x1x2 + ax22. The tangent space of [jlf(0)]w is spanned by

jl(x1
∂f
∂x1

)(0), jl(x2
∂f
∂x2

)(0), jl(x22)(0) and these are linearly independent for l ≥ 2. This means

that [jlf(0)]w is an immersed manifold of J l(2, 1) for l ≥ 2. This means that [jlS1(0)]w is an
immersed manifold of Sl(2) for l ≥ 1. �

We consider the (caustic) stable reticular Lagrangian map

π ◦ ia : (L, 0)→ (T ∗R3, 0)→ (R3, 0)

with the generating family

x21 + x1x2 + ax22 + q1x1 + q2x2 + q3x
2
2

and take an extension S′a ∈ S(T ∗R2, 0) of ia, then we have by the analogous method that:

Corollary 4.2. Let S′a be as above. Then the weak caustic-equivalence class

[jlS′1(0)]w :=
⋃
a> 1

4

[jlS′a(0)]c

is an immersed manifold in Sl(3) for l ≥ 1.

Theorem 4.3. The function germ F (x1, x2, q1, q2) = x21 + x1x2 + x22 + q1x1 + q2x2 is a weakly
reticular P-C-stable unfolding of f(x1, x2) = x21 + x1x2 + x22

Proof. We define F ′ ∈ M(2; 3)2 by F ′(x1, x2, q1, q2, q3) = F (x1, x2, q1, q2) + q3x
2
2 Then F ′

is a reticular P-R+-stable unfolding of f . It follows that for any neighborhood U ′ of 0 in
R5 and any representative F̃ ′ ∈ C∞(U,R), there exists a neighborhood NF̃ ′ such that for
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any G̃′ ∈ NF̃ ′ the function germ G̃′|H2×R3 at p′0 is reticular P-R+-equivalent to F ′ for some
p′0 = (0, 0, q01 , q

0
2 , q

0
3) ∈ U ′.

Let a neighborhood U of 0 in R4 and a representative F̃ ∈ C∞(U,R) be given. We set
the open interval I = (−0.5, 0.5) and set U ′ = U × I. Then there exists NF̃ ′ for which the

above condition holds. We can choose a neighborhood NF̃ of F̃ such that for any G̃ ∈ NF̃
the function G̃+ q3x

2
2 ∈ NF̃ ′ . Let a function G̃ ∈ NF̃ be given. Then the function germ

G′ = (G̃+ q3x
2
2)|H2×R3 at p′0 is reticular P-R+-equivalent to F ′ for some

p′0 = (0, 0, q01 , q
0
2 , q

0
3) ∈ U ′.

We define G ∈M(2; 2)2 by G̃|H2×R2 at p0 = (0, 0, q01 , q
0
2) ∈ U . Then it holds that

G′(x, q) = G(x, q1, q2) + (q3 + q03)x22,

and G′|q=0 = G(x, 0) + q03x
2
2 is reticular R-equivalent to f . Let (Φ, a) be the reticular P-R+-

equivalence from G′ to F ′. We write Φ(x, q) = (xφ1(x, q), φ21(q), φ22(q), φ23(q)). By shrinking U if
necessary, we may assume that the map germ

(q1, q2) 7→ (φ21(q1, q2, 0), φ22(q1, q2, 0)) on (R2, 0)

is a diffeomorphism germ. Then F is reticular P-R+-equivalent to G1 ∈ M(2; 2)2 given by
G1(x, q) = G(x1, x2, q1, q2) + (φ23(q1, q2, 0) + q03)x22. It follows that the reticular Lagrangian maps
defined by F and G1 are Lagrangian equivalent. We have that

j2(G+ q03x
2
2)(0) = j2G1(0), q03 > −0.5.

This means that the caustic of G1 is weakly caustic-equivalent to the caustic of G because the
reticular Lagrangian maps of G1 and F are the same weak caustic-equivalence class that is
1-determined under weak caustic-equivalence. This means that F and G are weakly reticular
P-C-equivalent. Therefore F is weakly reticular P-C-stable. �

By the above consideration, we have that: For each singularity B±,+,12,2 , B±,+,22,2 , B±,−2,2 , if we

take the symplectic diffeomorphism germ Sa(S′a) as the above method, then the weak caustic-
equivalence class [jlSa(0)]w([jlS′a(0)]w) is one class and immersed manifold in Sl(2)(Sl(3)) for
l ≥ 1 respectively. Since the caustics of π ◦ Sa|L and π ◦ S′a|L are determined by their linear
parts, this means that the reticular Lagrangian maps are weakly caustic 1-determined.

We now start to prove the main theorem: We choose the weakly caustic-stable reticular
Lagrangian maps π ◦ iX : (L, 0)→ (T ∗Rn, 0)→ (Rn, 0) for

(3) X = B±,+,12,2 , B±,+,22,2 , B±,−2,2 .

We also choose the caustic-stable reticular Lagrangian maps π◦iX : (L, 0)→ (T ∗R3, 0)→ (R3, 0)
for

(4) X = B±,02,2 , B
±.±
2,2,3, B

±,±
2,3 , B±,±3,2 , C±,±3,2 .

Then other reticular Lagrangian maps are not caustic-stable since other singularities have retic-
ular C-codimension > 3. We choose extensions SX ∈ S(T ∗Rn, 0) of iX for all X. We define

O′1 = {S̃ ∈ S(U, T ∗Rn) |
j10 S̃ is transversal to [j1SX(0)]w for all X in (3)},

O′2 = {S̃ ∈ S(U, T ∗Rn) |
jn+2
0 S̃ is transversal to [jn+2SX(0)]c for all X in (4)},
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where jl0S̃(x) = jlS̃x(0). Then O′1 and O′2 are residual sets. We set

Y = {jn+2S(0) ∈ Sn+2(n) | the codimension of [jn+2S(0)]L > 8}.
Then Y is an algebraic set in Sn+2(n) by [6, Theorem 6.6 (a’)]. Therefore we can define

O′′ = {S̃ ∈ S(U, T ∗Rn) | jn+2
0 S̃ is transversal to Y }.

For any S ∈ S(T ∗Rn, 0) with jn+2S(0) ∈ Y and any generating family F of π ◦ S|L, the
function germ F |q=0 has reticular R+-codimension > 4. This means that F |q=0 has reticular
C-codimension > 3. It follows that jn+2S(0) does not belong to the above equivalence classes.
Then Y has codimension > 6 because all elements in Y are adjacent to one of the list (4) which
are caustic-simple. Then we have that

O′′ = {S̃ ∈ S(U, T ∗Rn) | jn+2
0 S̃(U) ∩ Y = ∅}.

We define O = O′1 ∩ O′2 ∩ O′′. Since all π ◦ iX for X in (3) are weak caustic 1-determined, and
all π ◦ iX in (4) are caustic 5-determined by Lemma 3.2. Then O has the required condition. �

B∗,∗2,2 in 2D

Figure 5. B+,+,1
2,2 , B+,+,2

2,2 Figure 6. B−,+,12,2 , B−,+,22,2 Figure 7. B+,−
2,2 , B−,−2,2

B∗,∗2,2 in 3D

Figure 8. B+,+,1
2,2 , B+,+,2

2,2 Figure 9. B−,+,12,2 , B−,+,22,2 Figure 10. B+,−
2,2 , B−,−2,2
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Figure 11. B+,0
2,2 Figure 12. B−,02,2

Figure 13. B+,+
2,2,3 Figure 14. B+,−

2,2,3

Figure 15. B−,+2,2,3 Figure 16. B−,−2,2,3
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Figure 17. B+,+
2,3 Figure 18. B+,−

2,3

Figure 19. B−,+2,3 Figure 20. B−,−2,3
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Figure 21. C+,+
3,2 Figure 22. C+,−

3,2

Figure 23. C−,+3,2 Figure 24. C−,−3,2
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